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Description

In a bold move towards the emerging ATM
market, LS| Logic has introduced the ATMizer™
portfalio of ATM technology that enables devel-
opers to dramatically reduce time to market
when developing ATM networking products.
The ATMizer MegaCore™ can be embodied in
customer specific ICs or ASSPs, or it can he
unbundied to quickly develop ASICs or to differ-
entiate networking product solutions. Figure 1
shows a typical ATMizer installation with
supporting chips.

The ATMizer is a single-chip segmentation and
reassembly ATM network controller. The
ATMizer pravides more power and flexibility
than other segmentation and reassembly
devices due to its ATM Pracessing Unit (APU),

Host  Host
Data Address

which is a 32-bit, user-programmable RISC CPU
based on the MIPS R3000 architecture. The
ATMizer also includes carefully chosen hard-
ware functional blocks that can be woven
together by user firmware to solve the particu-
lar problems of the user’s system. The opera-
tional diversity of the ATMizer is due to user
firmware downloaded to the APU. Solutions that
the ATMizer affers to networking problems
include cell segmentation and reassembly, cell
switching, VCI/VPI translation, traffic shaping,
statistics gathering, message passing, and
diagnostic operation. In addition, the way that
the user's system manages CS-PDU link lists,
memory buffers, host-ATMizer message pass-
ing, and other structures can vary from system
to system depending on the firmware.
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Figure 1. ATMizer with Support Chips

Features and
Benefits

Supports ATM data rates up to 155.54 megabits
per second

Supports simultaneous segmentation and reas-
sembly of some virtual channels (VCs) and cell
switching of athers

Features an ATM Processing Unit (APU), a
32-bit, MIPS RISC CPU that supports all ATM
cell generation and switching processes under
firmware control

Handles contiguous and noncontiguous
CS-PDUs

Supports ATM Adaptation Layers (AALs) 1, 2,
3/4, and 5, simultaneously

Generates and appends a 4-byte CRC32 field on
AAL5 CS-PDU segmentation

©1993 LS! Logic Corporation. Ail rights reserved.

m Connects directly to TAX| interface

w Connects directly to Universal Test & Opera-
tions PRY Interface for ATM {(UTOPIA}

m Supports up to 65,536 VCs

m Supports user-defined cell size up to 64 bytes

m Reacts immediately to congestion notification
with specified congestion control algorithms
under firmware control

m Shapes traffic with peak rate pacing, maximum
burst length, global pacing, and leaky bucket
algorithm

m Operates from system memary in low-cost
Network Interface Card (NIC) applications

u Includes a 32-bit DMA controller

m Provides a robust ATM part interface

November 1993 Order Number R15000
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Generates and checks 4-byte CRC32 field on

m Gathers statistics under firmware control

Benefits AALS5 CS-PDU reassembly m Cell multiplexing/cell demultiplexing from up to
(Continued) m Eliminates buffers with 8-byte, ATM port, elastic 65536 VCs/VPs
receive buffers w Supports Header Error Control (HEC) generation
m Includes a cache and write buffer that is four and checking
waords deep for efficient memory bus utilization  w Controls up to ten peak rate pacing counters
m Supports atomic transactions and maximum burst length
m APU controls: m Marks and manipulates cell loss priority (with
— Scatter-gather DMA algorithms AALS high-med-low priority CS-PDU support}
— AAL header and trailer generation w [nserts [DLE cells for automatic cell rate
— ATM header generation and manipulation decoupling
— ATMizer-host messaging m Includes 8-bit parallel transmit and receive
— Error handling ATM data ports
— Congestion control m Gathers CRC10 and CRC32 errar statistics
— Statistics gathering m Farces CRC10 and CRC32 errors for diagnostic
- Diagnostic operation purposes
m Converts ATM cell size transformations into m Provides APU network management and
switch-specific format troubleshooting
m Supports VCI/VPI translation and cell switching ~ m Supportslow-costnetworkinterface cards with
m Generates and checks CRC10 for AAL2 and 4-Kbyte Virtual Channel RAM (VCR)
3/4 SAR PDUs
ATM Layers The ATMizer addresses the portions of three it performs operation and management (OAM)

ATM layers highlighted in Figure 2. In addition,

functions for the supported layers.

1) ATM ADAPTATION LAYER
Convergence Sublayer

> Host CPU

AALS CRC32 Generation and Checking
Segmentation and Reassembly Sublayer

Type 1, CBR

Type 2, 3/4 VBR

Type 5, VBR

2) ATM LAYER
Cel Multiplexing and Demultiplexing
Generic Flow Controt
Cell Header Generation and Extraction
Cell Rate Pacing
Cell TX Exceeding the Pacing Rate
Delay Priority Pracessing
CLP Marking, CLP Reduction
Explicit FC Indication to Higher Layers
Cell Payicad Type Marking, Differentiations
Cell Relaying
Cell VPI/VCI Translation
Peak Rate Enforcement

3) Physical LAYER
Transmission Convergence Sublayer
HEC Generation
Cell Delineation
Cell Rate Decoupling

Transmission Frame Adaptation

Transmission Frame Generation and Recovery
Physical Medium Sublay

Bit Timing, Physical Medium

S
Operation
and
Management ATMizer
(0AM)
Functionality
J
TCS Specific

SONET, TAXI, etc.

Figure 2. ATMizer-Supported ATM Layers
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Block Diagram

Figure 3 is a functional block diagram showing
the relation of nine hardware functions that
firmware controls within the ATMizer. A

brief description of each block in the diagram
follows.

ATMizer Processing Unit (APU)

The 32-bit RISC APU firmware builds cells,
controls messages between the ATMizer and
host, and services channel sequencing. The
userwrites the firmware and controls almost all
operational functions of the ATMizer including
the following:

= SAR-POU generation, ATM cell generation

m DMA initialization and operation

m Pacing rate unit configuration

m ATM cell interface, cell queuing, and cell
processing

m Memory allocation

m ATMizer-host messaging

= Atomic transactions

= CS-PDU segmentation on priority

m Congestion control

m Other application-dependent features

The APU accesses external devices throughthe
DMA or secondary port each having 4 Mbytes
of address space. Unless the APU attempts to
use data before itis written into the appropriate
internal register, load scheduling prevents APU
stalls. During back-to-back store operations, an
APU write buffer that is four-words deep
enhances throughput. The load/store effective
address decodes whether the operation is a
DMA, a secondary port, or an internal access.

Data Cache

The ATMizer has a write-through cache that is
four-words deep and functions as a prefetch
buffer. Burst or block fetch transactions load a
channel parameter entry, buffer list, or other
data structure. A field within the APU configura-
tion register specifies the block size to be
fetched during a cache miss. The APU pro-
grams both the configuration register and the
ATMizer system control register to configure
the cache block size.

The cache provides fasttransfers to the APU for
channel parameter entries from an external

Off-chip 32
Bus g
- - DMA Controller (DMAC)
% with
- CRC32 Generator
4
32, ? Serial 1
’ Interface
__DMA -VCR Bus 32, N
§ ¢ >
32
Tx Cell TxVC y
Builders . Channel
Virtual Channel| o oo <«—»| Data Cache
Re Cell RAM .
Holders (VCR) Rc VC |”St{3“UCS“°"
4/8/16/32 Channel y
Cells Deep Parameters
A _ | Microcode
8 Pacing Rate | Instruction
. . 32 Unit RAM
L Ae~] y
[} : ¢
- »{ Data
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; (HEC & CRC10) - » Data/lnstruction
< >
{ Received Cell indication T

Figure 3. ATMizer Block Diagram
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buffer. When an entry is needed, the APU per-
forms a load from external memory. Ifthe cache
block size is pragrammed for four words and the
load instruction causes a cache miss, the
ATMuizer requests a burst read transaction four
words in length. When the first word arrives
(latency depends on the external memory), the
cache controller strobes it to the APU while
fetching the other three words. When the APU
wants to fetch the next three words, it causes
single-cycle cache hit accesses.

Microcode Instruction RAM

The 1024 x 32 instruction RAM contains 4096
bytes of user-written firmware that is down-
loaded during system reset. There are two
download modes, serial and parallel. The serial
mode is designed to work with the commonly
available serial PROMs. An external signal,
SRL_BOOT, distinguishes between the serial
and parallel mode. Loading is serial when
SRL_BOOT iszeroand parallelwhen SRL_BOOT
is one. The HBS_BOOT signal selects the sec-
ondary port when itis zero or the DMA port
when it is one.

Virtual Channel RAM (VCR)

Most ATMizer operations involve data transfer
to or from the 1024 x 32-bit dual-ported Virtual
Channel RAM (VCR). The DMA controller, the
ATM cell interface, and the APU can read and
write to the VCR. All incoming cells are written
into the VCR prior to processing. The APU
decides whether to terminate a cell (reassem-
ble itinto a CS-PDU or a data buffer) or to switch
the cell internally or externally. All outgoing
cells are either constructed in the VCR (seg-
mentation) or transferred to the VCR (external
switching) prior to transmission. In addition,
channel parameter entries, memory buffer lists,
messages, and other parameters are stored in
the VCR. Storing parameters inside the ATMizer
enhances its use in a variety of cost-sensitive
applications such as network interface cards
without local memory.

NIC

Figure 4 shows VCR partiticning for a Network
Interface Card {NIC) and for a router. In the first
example, an NIC in a PC or workstation sup-
ports a limited number of open channels. All
channel parameter entries, for both transmit
and receive channels, are stored in the VCR,
which eliminates the need for off-chip local
memory. In the second example, the router sup-
ports an unlimited number of open channels,
but places a restriction on the number of VCs
that can have CS-PDUs under active segmenta-
tion at any one time.

Figure 5 anthe next page shows the types of soft-
ware structures that can be stored in the VCR.

Pacing Rate Unit (PRU)

The ATMizer implements the peak rate pacing
and maximum burst length control functions.
When one of the ten peak rate pacing counters
(PRPCs) reaches zero, “Credit to Send” is given
to all CS-PDUs associated with that PRPC.
Anytime one or more PRPCs has timed out

but has not yet been serviced, internal hard-
ware asserts the APU input CpCond2 or the
Interruptl signal depending on the time-out
mode selected. Firmware running on the APU
periodically checks the state of CpCond2 by
executing the Branch on Coprocessor
Condition 2 True instruction. if CpCond2 is true,
at least one PRPC has timed out and the APU
must segment the CS-PDUs attached to the
PRPC or PRPCs that have reached their service
intervals. The APU determines which PRPCs
have timed out by reading the 10-bit Channel
Group Credit Register (CGCR). Each bitsetinthe
CGCR indicates that the corresponding PRPC
has timed out since the APU last cleared its bit.
The PRPC can be clocked by the system clock
(CLK) or the transmission line clock connected
to the PRU_CLK pin. Note that the maximum fre-
quency of PRU_CLK cannot exceed one fourth
of the system clock frequency. In some applica-
tions, the PRPC counters must count with the
transmission line clock, so the TX_CLK is

Transmit and Receive 84 Active Tx Channels

X
Cell Holders 16 Bytes

Memory Fragment
Cache

64 Rc Channels
x
8 or 16 Bytes

Router

Transmit and Receive Memory Fragment
Cell Holders Cache

224 Active Tx Channels

X
16 Bytes

Figure 4. Sample VCR Partitioning for an NIC and a Router
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connected to PRU_CLK. If thisis the case and if,
for example, the system clock (CLK) is 40 MHz
and TX_CLK is 19.4 MHz, the system designer
must divide TX_CLK by two before connecting it
to the PRU_CLK pin. Internally, the frequency is
multiptied by two before PRU_CLK is fed into the
appropriate counter.

Traffic Shaping — The Global Pacing Rate
Register (GPRR) allows the ATMizer to limit the
data rate on its transmission port within the
same celltime thatthe congestionis recognized
from an incoming cell. The amount of initial
reduction as well as the algorithm by which the
ATMizer returns to full speed operation can be

: 32 Bits ‘ 32 Bits /A Channel Parameter Entry
0x0000 0x0003| Channel Group 3 - VC/CS-PDU 1
Received Cell Holder 1 Channel Group 3 - VC/CS-PDU 2 AALI Cell Holder
0x003C 0x003F | Channel Group 3 - VC/CS-POU 3 0x0000
0x0040 0x0043| Channel Group 3 - VC/CS-PDU 4 0x0004 Available
Received Cell Holder 2 0x0008
0x007C 0X007F <000t Ao det\T]M Header
Channel Group 4 - VC/CS-PDU 1 0x0034
Channe! Group 4 - VC/CS-PDU 2 0x0038
Channel Group 4 - VC/CS-PDU 3 0x003C
Received Cell Holder 4/8/16/32 Channel Group 4 - VC/CS-PDU 4
AALS Cell Holder
Transmit Cell Builder 1 0x0000
Channel Group 5 - VC/CS-PDU 1 gxgggg Available
Channel Group 5 - VC/CS-PDU 2 X
Transmit Cell Builder 2 Channel Group 5 - VC/CS-PDU 3 UXU??C AT Header
Channel Group 5 - VC/CS-PDU 4 .
0x0034
Transmit Cell Builder 3 0x0038
0x003C
Channel Group 6 - VC/CS-PDU 1
Transmit Cell Builder 4 Channel Group 6 - VC/CS-PDU 2 AAL1 Channel Parameter Entry
Channel Group 6 - VC/CS-PDU 3 0x0000 [peyigus SAR HeaderTDMA Address
Channel Group 1 - VC/CS-PDU 1 Channel Group 6 - VC/CS-PDU 4 0x0004 ATM Header
Channel Group 1- VC/CS-PDU 2
Channel Group 1- VC/CS-PDU 3
Channel Group 1 - VC/CS-POU 4 AALS Channel Parameter Entry
AAL Real time Channel 1 0x0000 DMA Address
AAL Real time Channel 2 0x0004 ATM Header
AAL Real time Channel 3 CRC32 Partial
Channel Group 2 - VC/CS-PDU 1 AAL Real time Channel 4 Byte Count l Control
Channel Group 2 - VC/CS-POU 2 . .
Channel Group 2 VL/CS-PDU 3 Available Buffer Lists Max Burst Length
Channel Group 2 - VC/CS-PDU 4 Statistics (CI\IS(;EIDE%II:S)OHW
IDLE Celi Holder

Figure 5. VCR Software Structures
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implemented intelligently in APU firmware and
can be modified as more is learned about ATM
network congestion. A single APU instruction
modifies the GPRR, which determines the per-
centage of assigned cells sent out over the
ATMizer's ACI transmit port. High priority chan-
nels have access to the reduced throughput
while lower priority channels are blocked.

Leaky Bucket — The ATMizer has two 24-bit,
general purpose counters that can be used to
implement the leaky bucket algorithm. One
counter tracks the rate tofill the bucket, and the
second counter tracks the number of tokens in
the bucket.

DMA Controller (DMAC)

The DMA controller, which can perform block
transfers up to 64 bytes, includes registers,
counters, and a data path that collectively
control data transfer operations between the
on-chip VCR and main memory. Transfer types
inctude the following:

Retrieve SAR userpayloadsfrommemory-based
CS-PDUs during segmentation operations

Link list pointers

Write SAR user payloads back into
memory-based CS-PDUs during reassembly
operations

Messages

Application-specific data structures

In addition, in systems that support more simul-
taneously active VCs than the on-chip VCR can
support directly, the DMA cantroller can be
used to retrieve and restore memory-based
channel parameters. All DMA registers and
counters are initialized by the APU, and all DMA
operations are initiated by the APU as part of
the standard servicing of events such as “Cell
Received” and “Peak Rate Pacing Counter
Time-out.” Because the DMAC is configured at
the start of each DMA operation, it effectively
provides an unlimited number of DMA channels.

The DMA controller also contains CRC32 gener-
ation circuitry that generates the CRC32 values
required for AALS CS-PDU protection. CRC32s
can be calculated individually for each CS-PDU
actively undergoing either segmentation or
reassembly. For CS-PDUs undergoing segmen-
tation, the final CRC32 result is appended, under
APU control, to bytes [48:44] of the SAR SDU

of the last cell generated from the CS-PDU. For
CS-PDUs undergoing reassembly, the CRC32

result is compared with the CRC32 received
inthe last cell of the CS-PDU as a checking
mechanism. Because the ATMizer supports cell
multiplexing and demultiplexing from up to

64K VCs, the APU must provide CRC32 partial
result storage and retrieval services to allow
multiple concurrently active CRC32 calculations
to be performed by the single CRC32 generator.

ATM Cell Interface (ACI)

The ATM Cell Interface contains the ATM port
side transmitter and receiver functions. The
ACI's transmitter takes cells builtin the VCR
and transfers them one byte at a time to an
external ATM line serializer/transmitter. The
transmitter aiso generates and inserts the HEC
and generates and appends a CRC10 field to
AAL3/4 cells. The transmitter also handles cell
rate decoupling. If an assigned cell thatis ready
for transmission does not existin the VCR, the
transmitter automatically sends an IDLE cell.
The receiver accepts cells, one byte at a time,
from the ATM physical interface and recon-
structs them in the VCR so that the APU can
either reassemble or switch the cell.

To support applications that employ extra
header fields for switch-specific information,
the actual size of a cellis user programmable up
to 64 bytes. The size must be a multipte of four
bytes. The typical ATM cell is represented in the
VCR as a 52-byte entity, but the cell size in the
VCR can be 56, 60, or 64 bytes. Since the HEC
value is generated and inserted into the cell as
itis passed out of the ATMizer, the typical ATM
cell adheres to the requirement that it be a
multiple of four bytes. Two fields in the system
control register program the transmit and
receive cell sizes.

The proposed standard interface between

the PHY and ATM layers is a subset of the ACI
interface. The Universal Test & Operations PHY
interface for ATM {(UTOPIA) is a proposed stan-
dard to interface the multiple PHY layers to the
ATM layer. There are currently four PHY layers
defined by the ATM forum, with a fifth one under
study. By implementing the UTOPIA interface as
a subset of the ACI, the user can choose from a
variety of PHY layers for system requirements.

The Secondary Part

The ATMizer includes a 32-bit secondary port
that can be used to accomplish a variety of data
transfer and control transfer operations
between the APU and the outside world. The
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secondary port has a different interface to the
external system compared to the direct access
APU interface through the DMA port. The
secondary portis also unigue in thatit can be
accessed by the APU when the DMA engine is
busy because of a dedicated DMA-VCR bus. In
this fashion the secondary port gives the APU

an ability to control DMA operations simulta-
neously with the secondary port operation. This
capability may be of use in switching applica-
tions, if the APU wishes to notify another
switching port thatitis about to source a cell
targeted to it onto the memory backplane.

Signals

Figure 6 shows the ATMizer signals, their direc-
tion, and their polarity. A brief description of
each signal is given after the diagram. For con-
venience, signals are grouped and explained
according to their functions.

<« s A

= HBS_ACK
— HBS_ACE
~— HBS_AS

4, |—= TX_CLK [—
T HBS_BE_[3:0} TX_D[7:0] -

=5 HBS_D[31:0]
——» HBS_DOE
~+—— HBS_END
—» HBS_GNT
-«— HBS_RQ
-«—— HBS_WR
—»{ HBS_BOQOT
HBS_INT

ATMizer RC_CLK f—ro
——» SP_ALK

412/—> SP_AD(31:0] RC_FULL
—» SP_ASEL RC_RST —

—— 5P_BWIDE
—» SP_GNT
-«— SP_RQ
-«+— SP_WR

HEC_ERR ——»
GPINT_AUTO f——
GPINT_TST [——

—»{ SRL_ACK PRU_CLK |

—»{SRLDIN CLK
~«— SRL_CIKI8 RST
— »|3AL_BOOT

Figure 6. ATMizer Logic Symbol

DMA and Host Signals
Signals that connect the ATMizer to the host
and DMA are described below.

HBS_A[31:2]

Host Bus Address Bus
During DMA or CPU operations, the host bus
interface sources this address bus to provide
the ATMizer with access to all system compo-
nents. The ATMizer's DMA Engine increments
HBS_A[23:2] in response to HBS_ACK, except
on the last word of a DMA transfer. Note that

Output

signals HBS_A[31:24] are never incremented,
so user firmware should never initiate DMA
operations that cross 4-Mbyte boundaries.

HBS_ACK Input
Host Bus Read/Write Acknowledgment
External logic asserts HBS_ACK LOW when
the DMA Engine or CPU initiate memory read
operations to indicate that they have placed
valid data on HBS_D[31:0). During memory write
operations, an external device asserts
HBS_ACK to tell the ATMizer that it has retired
the data for the current write operation and

is ready for the next address/data pair.

HBS_AOE Input
Host Bus Address Output Enable

When HBS_AQE is HIGH, the address bus is
enabled. When HBS_AOE is LOW, the address
bus is 3-stated.

HBS_AS

Host Bus Address Strobe
At the beginning of each transaction, after
HBS_GNT is asserted, the ATMizer asserts
HBS_AS and drives the address bus with valid
address.

Output

HBS_BE_[3:0]

Host Bus Byte Enable
During a 32-bit word access from an external
device, the host bus interface asserts the four
HBS_BE_[3:0] signals LOW and drives the
appropriate address onto HBS_A[31:2]. When
accessing a single byte, anly one of the four
HBS_BE signals is asserted to indicate valid
data on the corresponding byte port. The

table below maps the assertion of each
HBS_BE [3:0] signal to the corresponding valid
data byte on HBS_D[31:0].

Output

HBS_BE_[3.0] HBS_D[31:0] Byte
HBS_BE_3 [31:24]
HBS_BE_? [22:16]
HBS_BE_1 [15:8]
HBS_BE_D [7:0]
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{Continued) DMA Memory Data Bus Seven ATM signals are associated with data

During memory read operations, the host bus
interface samples HBS_D[31:0] on the rising
edge of CLK when HBS_ACK is asserted. During
memory write operations, the hostbus interface
sources data onto HBS_D[31:0]. During write
operations, the DMA controller responds ta
HBS_ACK by sourcing data for the next transfer
onto HBS_D[31:0]. The HBS_D[31:0] data are not
changed following acknowledgment of the last
transfer of the DMA operation.

HBS_DOE Input
Host Bus Data Qutput Enable

When HBS_DOE is HIGH, the data bus is
enabled. Whenitis LOW,the data busis 3-stated.

HBS_END Output
DMA Operation Ending

The DMA controller asserts HBS_END LOW to
warn the memory controller that the current
transfer will end when the next HBS_ACK is
returned to the ATMizer. The memory controller
uses this warning to gain an early start on RAS
precharge or to grant the bus to another master.
HBS_END is deasserted following the rising
clock edge during which the ATMizer samples
the final transfer acknowledgment (HBS_ACK
asserted) for the given DMA operation.

HBS_GNT Input
Host Bus Grant

An external arbiter grants the bus to the
ATMizer by asserting HBS_GNT.

HBS_RQ Output
Host Bus Request

The ATMizer drives HBS_RQ HIGH when the
APU has programmed the DMA or when the
APU wants to execute a word, partial ward, or
block transfer to or from a memory mapped
device (including main memory}. The accessed
device responds to HBS_RQ by asserting
HBS_GNT to allow the ATMizer to proceed with
the transfer.

HBS_WR Output
Host Bus Write

HBS_WRis asserted when the ATMizer
performs a write transaction. HBS_WR is deas-
serted when the ATMizer performs a read
transaction.

transmission control. In addition to the control
signals, the ATMizer has a separate 8-hit data
bus.

TX_ACK Input
ACI Transmitted Data Acknowledgment

The Transmission Convergence Sublayer (TCS)
framing logic asserts TX_ACK HIGH when it
processes data on TX_D[7:0]. The ATMizer
responds to TX_ACK by placing the next byte of
the existing cell or the first byte of the next cell
(assigned or IDLE) onto TX_D[7:0]. TX_ACK is
deasserted if external logic is unable to sample
the byte on TX_D[7:0] in a given cycle.

TX_BOC Output
Beginning of Cell

The ACltransmitter asserts TX_BOC HIGH while
the first byte of a cell is sourced on TX_D[7:0].
TX_BOC is removed after the first TX_ACK is
received. TX_BOC should be qualified with
TX_DRDY.

TX_CLK Input
ATM Cell Interface Transmitter Clock

TX_CLK is the byte clock of the external trans-
mitter, and it drives the elastic byte buffer inthe
transmitter portion of the ATMizer's ATM cell
interface. All data transfers from the ATMizer
over TX_DI[7:0] are synchronized to this clock,
as are TX_DRDY, TX_BOC, and TX_IDLE. Logic
inside the ATMizer synchronizes the ATMizer's
system clock and the AC! transmitter's elastic
data buffer circuitry, which is sequenced off of
TX_CLK. The system designer need not worry
about metastability at the transmitter output.

TX_D[7:0] Output
ATM Cell Interface Transmission Data

The ATMizer sources byte-atigned cell data onto
TX_DI[7:0], which supports either the Transmis-

sion Convergence Sublayer {TCS) framing logic

or, for 8B/10B encoding, the TAXI chipset.

TX_DRDY Output
ATM Cell Interface Transmit Data Ready

The TX_DRDY signal is asserted LOW and is sig-
nificant after the transmitter has been reset by
system reset {RST), or on transmitter reset that
is done in firmware by writing the IDLE cell
holder address. After these resets, data are




B 5304304 00L5L32 349 MR LLC

ATMizer
MegaCore
Preliminary

NI .OGIC

Signals
(Continued)

ready a number of cycles later, and the ATMizer
asserts TX_DRDY and TX_BOC to indicate that
external logic can sample TX_D[7:0}and issue a
TX_ACK. Once asserted, TX_DRDY remains
asserted until the next system or transmitter
reset or until TX_FULL is asserted.

TX_FULL Input
TCS Receive Buffer Full

This signal is used with the UTOPIA interface.
When the TCS receiver buffer is full, it notifies
the ACI by asserting TX_FULL. The ACI
responds by deasserting TX_DRDY, which
should be connected directly to the PHY {ayer
enable signal.

TX_IDLE Qutput
IDLE Cell

The ACI transmitter asserts TX_IDLE HIGH dur-
ing the entire period that an IDLE cell (53 bytes
long) is sourced onto TX_D[7:0]. Transmission
convergence framing logic that does not trans-
mit IDLE cells must still assert TX_ACK until
TX_IDLE is LOW.

TX_RST Output
Transmitter Reset

After the ATMizer is powered on, TX_RST is
asserted LOW within two to four cycles of the
ATMizer system clock to reset the physical
layer. TX_RST is removed approximately two
clock cycles afterthe transmitinitialize bitis set
to one.

ATM Cell Interface Receive Signals
There are six control signals and an 8-bit data
bus associated with ATMizer receive signals.

HEC_ERR Output
HEC Error

The ATMizer asserts HEC_ERR HIGH when the
actual HEC field thatis received (byte 5 of a cell}
does not equal the HEC field that the ATMizer
calculated from the ATM Header. HEC_ERR is
only active when the receiver is configured to
accept and check the HEC byte.

RC_ACK Input
ACI Receive Data Acknowledgment

Framing logic in the transmission convergence
unit asserts RC_ACK HIGH when it has placed
data on RC_D[7:0]. The ATMizer responds to

RC_ACK by sampling RC_D{7:0] on the rising
edge of RC_CLK. External lagic should deassert
RC_ACK if it is unable to supply a byte on
RC_D[7:0] in a given cycle.

RC_BOC Input
Receiver Beginning of Cell

RC_BOC is an input to the ACi Receiver that
signals the beginning of a cell.

RC_CLK Input
ATM Cell Interface Receiver Clock

The RC_CLK drives the elastic byte buffer inside
the ATM cell interface receiver. All data trans-
fers over RC_D[7:0] to the ATMizer, as well as
the assertion of the HEC_ERR signal, are syn-
chronized to this clock. Logic inside of the
ATMizer handles synchronization between the
ATMizer's system clock and the ACl's receive
data buffer circuitry.

RC_D[7:0] Input
ATM Cell Interface Data for Reception

The TCS framing logic or the TAXI chipset (for
8B/10B encoding) uses RC_D[7:0] to send byte
aligned cell data to the ATMizer. Bit 7 is the first
bit received over the serial line.

RC_FULL Output
Received Cell Holder Buffer Full

The ATMizer asserts RC_FULL when its receive
cell buffer has room for at least four more bytes.
When the receiver asserts RC_FULL, at least
four or more bytes can be accepted. In other
words, the remaining bytes of the current cell
are accepted. When the buffer is full, additional
bytes make the ACI aperation invalid.

RC_RST Output
Receiver Reset o

RC_RST is asserted LOW after RST is active.
Because several parameters have to be config-
ured before the ACI can receive any cell, firm-
ware controls the deassertion of RC_RST by
setting the RC_RST bit in the system register to
one.

Secondary Port Signals

The secondary portis controlled by a 32-hit,
multiplexed address and data bus. In addition to
the bus signals, the ATMizer supports six addi-
tional port control signals.
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Signals SP_ACK Input If the effective address is not modulo 4, the
{Continued) Secondary Port Acknowledgment secondary port wraps around to get all of the

External logic asserts SP_ACK during a second-
ary port read operation one cycle before valid
data is available on SP_AD[31:0]. External logic
can extend a read access indefinitely by with-
holding SP_ACK, which forces the bus interface
unit to stall until SP_ACK is asserted. External
logic also must assert SP_ACK in response to a
secondary port write operation. External logic
should assert SP_ACK one cycle before it
retires the write data sourced on SP_AD[31:0].

SP_ADI[31:0]

Secondary Port Address
SP_AD[31:0] is a multiplexed address and data
bus on the secondary port. During the address
phase, SP_ASEL is HIGH, and SP_AD[31:0]
contains both an address and the infarmation
shown in the table below.

Bidirectional

SP_AD Bits Field Definition
[31:28] Byte Enables
[27] Asserted Low
[26] Access Type (0 = Data, 1 = instruction)
[25] Block Fetch
[24] Atomic
[23:22] Asserted Low
[21:2] Address
[1:0] Asserted Low

When SP_ASEL is LOW, SP_AD[31:0] contains
data. When SP_ASEL and SP_WR are LOW, the
SP_AD[31:0} lines go to 3-state, which allows
the external device to drive the bus and present
information for the secondary part.

SP_ASEL Input
Secondary Port Address/Data Select

When SP_ASEL is HIGH, the address on
SP_AD[31.0] is selected. When SP_ASEL is
LOW, data are selected.

SP_BWIDE Input
Secondary Port Byte Wide Device

External logic asserts SP_BWIDE LOW when
an external device is 8-bits wide. With
SP_BWIDE asserted, the secondary port
executes four cycles with sequential byte
addresses beginning with the effective address.

bytes into the word in which the effective
address falls.

SP_GNT Input
Secondary Port Bus Grant

SP_GNT grants the bus to the secandary port.
When SP_GNT is LOW, SP_AD[31:0] is enabled.
When SP_GNT s HIGH, SP_AD[31:0] is 3-stated.

SP_RO Output
Secondary Port Request

The ATMizer asserts SP_RQ HIGH when it
performs a transfer using the secondary port.

SP_WR Output
Secondary Port Write

SP_WR qualifies SP_RQ. If SP_WR is HIGH
while SP_RQ s HIGH, the ATMizer is requesting
a secondary port write operation. If SP_WRis
LOW while SP_RQ is HIGH, the ATMizer is
requesting a secondary port read operation.
The secondary port will automaticaily disable
the data output drivers on read operations.

Messaging Signals
Three ATMizer signals provide message control
functions, as follows.

GPINT_AUTO Input
General Purpose APU Interrupt

GPINT_AUTO is asserted HIGH and is con-
nected to APU Interrupt3. APU software can
disable or enable interrupts as necessary.

GPINT_TST Input
ATMizer Interrupt

GPINT_TST connects to the CpCond0 signal on
the APU. When the Branch on CpCond0 instruc-
tion is TRUE, the ATMizer senses this signal, so
firmware can determine whether the host has
communication for the APU. Messages might
include “configure transmit channel,” “activate
CS-PDU segmentation,” or “change pacing
rates.” The use of this input is entirely user pro-
grammable and the messages are user defined.
When the level-sensitive GPINT_TST signal is
asserted HIGH, the ATMizer can read the
secondary port to determine why the host
asserted GPINT_TST.
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Signals HBS_INT Output pin must run at half or less of the system clock’s
{Continued) Host Interrupt frequency.

This signal is user defined, but is likely to be
used as part of the messaging system. The
ATMizer may assert HBS_INT HIGH to indicate
error conditions, congestion problems,
CS-PDUs reassembled, and other conditions.

General Signals

The following are general signals used for
housekeeping and similar chores on a typical
telecommunications board.

CLK Input
System Clock Input

The CLK input runs the ATMizer APU, DMA
controller, secondary port, and most ATM cell
interfaces. CLK does not effect the transfer of
byte data to or from the ATMizer over the ATM
cell interface. These transactions are con-
trolled by TX_CLK and RC_CLK.

HBS_BOOT Input
Host Bus Port Select

HBS_BOOT selects the DMA or secondary
port during the downloading process. When
HBS_BOOT is zero, the secondary port is
selected. When HBS_BOOT is one, the DMA
port is selected.

PRU_CLK Input
Pacing Rate Unit Clock

The down counters associated with the ten
PRPCs count down by one every clock tick. The
clock inputs to the PRPCs are selected by the
clock select field in the PRPC configuration reg-
ister. The system clock or the clock connected
to the PRU_CLK pin provides the frequency.
Note that the clock connected to the PRU_CLK

RST Input
System Reset

The ATMizer master reset allows external logic
to download firmware. RST also resets the ACl
transmitters and receivers.

SRL_BOOT Input
Serial Boot Select

SRL BOOT s usedto select the code download
mode. When SRL_BOOT is zero, the serial
download mode is selected. When SRL_BOOT
is one, the ATMizer expects to boot from either
the DMA pert or the secondary port.

SRL_ACK Input
Serial Acknowledge

SRL_ACK controls the bit rate that is applied

to the ATMizer during serial downloads. When
SRL_ACK is asserted, the ATMizer latches

the bit on SRL_DIN on the rising edge of
SRL_CLK16. When downloading from a serial
PRGM, tie SRL_ACK HIGH.

SRL_DIN Input
Serial Data Input

When SRL_DIN is asserted in serial download-
ing made, one bit of data is presented to the
ATMizer into the slow PROM devices used in
serial download mode.

SRL_CLK16 Output
Serial Clock

The SRL_CLK16 signal is derived from the sys-
tem clock divided by 16. Itis used to clock bits
into the slow PROM devices used in serial
download mode.
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This section includes the electrical specifica-
tions for the LSI Logic ATMizer. During AC
testing, HIGH inputs are driven at 3.0V, and LOW
inputs are driven at 0 V. For transitions between
HIGH, LOW, and invalid states, timing measure-
ments are made at 1.5V, as shown in Figure 7.

Specifications

For 3-state outputs, timing measurements are
made from the point at which the output turns
ON or OFF. An output is ON when its voltage is
greaterthan 3.5V or less than 1.5 V. An outputis
OFF when its voltage is less than Vpp — 1.5V or
greater than 1.5V, as shown in Figure 8.

l l,gr = 20 MA

Output Vigg=25V

55 pF

Timing diagrams for the salient AC timing
characteristics of the ATMizer are shown in
Figures 9 through 20.

Test
Point

Output % 7'Z 15V \
T°

Figure 7. AC Test Load and Waveform for
Standard Outputs

Figure 8. AC Test Load and Waveform for 3-State Qutputs

L

—» Tx2

TX_CLK j
Tx1—»

Byte x+2><><

TX_D[7:0] Byte x ><><§te X+1
TX_ACK _/ 1

Note:
1. TxClkFreq < 25 MHz.

Figure 9. TX_D[7:0] and TX_ACK

—»iTx4

~— Tx3
ft— H
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x| LI

«
TX_FULL

Tx8 —» ~-—

TX_DRDY ; /

Note:
1. TxClkFreq < 25 MHz.

Figure 10. TX_FULL and TX_DRDY

3 T e s s e I o I e
_— /

TX_DRDY \

Note:
1. TxClkFreq <25 MHz.

Figure 11. TX_RST

s [ LI P LU

‘<—>R02

Re1

RC_D[7:0] Byte x Byte x+1 Byte x+2 ><Byte x+3><

» — Re3 :

RC_ACK

Note:
1. RcClkFreg < 25 MHz.

Figure 12. RC_D([7:0] and RC_ACK
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HEC_ERR

Note:
1. RcClkFreq <25 MHz.

Figure 13. Receiver Synchronization (RG_BOC) and HEC_ERR

SP_ASEL

SP_ADI[31:0] }( Al >—<>< D1 X A2

SP_GNT /

Figure 14. Secondary Port One-Word Read
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SP_ASEL _—\ /_‘
SP_ADI310) X ;M H m‘ :- .I 5

SP_AD25 ~ ! )
Block Fetch ; :

Figure 15. Secondary Port Four-Word Read

SP_WR __/ ; | | | % | \—

SP_ASEL

Figure 16. Secondary Port Write
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HBS_RQ J AN
HBS_GNT ___f i i s ; s 3 :

HBS_A[31:2] X A

HBS_ACK \

HBS_END —

HBS_D[31:0] X Data >< Data X Data X Data X

HBS_DI31:0] X Data >< Data X Data >< Data X

Figure 17. DMA Transaction

Read
Qperation

Write
Operation
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HBS_RU_J

HBS_GNT -/

HBS_A[31:2] : >< | 3 >< ><:

FBS_ACK m

HBS_END ————\___/——

HBS WR w
- Read
: : : : Operation
HBS_DI[31:0] >< Data ><
s wp — /| g
- : : \ Write
. : : : Operation
HBS_D{31:0] X ‘X Data

Figure 18. Direct Load/Store Through DMA Port
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Pinout and Package The LSI Logic ATMizer ASSP is available in a the 208-pin package, and Figure 20 is the
Information 208-pin, cavity down, metal quad flat package mechanical drawing.

(MQUAD). Figure 19 illustrates the pinout of

EEE]
2589
1 Qe
55222222
BERECEBRE
1 156 == NC
2 155 == NC
3 154 == NC
| 4 153 === NC
HBS_ D19 === 5 152 === NC
HBS_D20 == § 151 == V$$
HBS_D21 ==—=3 7 150 === VDD
SRLOIN == 8 149 === SP_ASEL
V8§ == 9 148 === SP_BWIDE
VOO == 10 147 === SP_AD1$
HBS D2 == 11 146 == SP_AD1¢
HBS_D23 === 12 145 === SP_AD17
HBS_D24 === 13 144 === SP_AD16
HBS_D25 === 14 143 === SP_AD1S
HBS_D26 == 15 142 == SP_AD4
HBS_D27 == 1§ 141 === VS5
VoD == 17 140 == VDO
VSS === 18 139 === SP_GNT
HBS_D28 == 19 138 === SP_ACK
HBS_D29 === 20 137 === SP_ADI3
HES_D30 == 21 136 === SP_AD12
HBS_D31 2 135 === SP_ADU1
SRL_ACK == 23 134 =31 SP_AD10
HBS_GNT === 133 === SP_AD9
HBS_RO e== 25 132 == §P_ADS
VD0 =— 2% 3 131 = V0D
Vs§ == 77 Top View 120 == vss
HBS_END == 28 129 == (LK
HBS ACK == 29 128 === RST
HBS_BE 0 === 30 127 == SP_WR
HBS_BE_| == 31 126 === PRU_CLK
HBS _BE 2 === 32 125 == V8!
HBS BE3 === 33 124 == V3§
HBS_AS &= 34 123 === $P_AD7
VDD == 35 122 &= SP_ADG
VSS == % 121 === SP_AD5
HBS_A2 == 37 120 === 5P AD4
HBS_A3 == 38 119 === SP_AD3
HBS_A4 == 39 118 == SP_AD2
HBS_AS == 4 17 == V0D
HBS_A6 4 116 == VSS
HBS_A? === &2 115 === SP_ADI
VDD == &3 114 === SP_AQD
V8§ e=—= 4 13 == RC_ACK
HBS_Al === 4§ 112 === HEC_ERR
HBS_Af = 4§ 11 === RC_RST
HBS_A10 == 47 110 e== RC_FULL
HBS_AN == 48 109 e== RC_D7
HBS_A12 == 48 108 == RC_D6
HBS_A13 ===3 50 107 — AC_D5
HBS_WR === 51 106 === AC_D4
VoD == 52 - 105 == VDD
I RArREECERsE8EBBRANRIRERRESS2RSEEREERFURSREsREEEEE
NHT OO NN NONEN BRI ELNUNIXDS =00 0OV EELOP==X 2 = N0
R R PR P REVE SR R RS P Rl dalol=t- < = bl 4
Regggss poogsy  gegsggy  HERRRRRRRY RRLBdjedes
FEEECEEE 3
B4 MOBATMMN

Note:
1. NC pins are not connected.

Figure 19, 208-Pin MQUAD Pinout - Cavity Down
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Top View

- D

Y

Index
Mark

Y

| E— I

Detail W
kjﬁL
A
G (Note 3)
Detail X
(Note 4) Al
=
BRI Y
| i S {Note 3)

[} B 4—

—» -a— g (Note 4)

Figure 20. 208-Pin MOUAD Mechanical Drawing

104

Side View

Dimensien | mm
A | Max | 386
g Min_| 025
.7 N Max | 0.51
/] N[l min [0
156 | W | Max | 3.43
A 8 T |um
. %/ p Min [0
i Max | 30.80
L py | Min_| 27.56
I Max | 27.72
03| BSC | 2550
A
g | Min 3040
Max | 30.80
Min | 27.56

3]
Pl Max | 2772
/ - \‘ E3| BSC |25.50

050 ] X o [Min_|0
; Max |7°

e e | BSC |050
G | Max |[0.10
L Min_|040
| Max_ | 050

Note:

1. Total number of pins is 208.

. Drawing is not to scale.

3. Coplanarity of all leads shall be within 0.10 mm
{difference between the highest and lowest lead
with seating plane - C - as reference).

. Lead pitch determined at - H —.

. Leadframe to package offset tolerance is
+0.10 mm Max.

. For board layout and manufacturing, you may
obtain engineering drawings from your LSI Logic
Products marketing representative by requesting
the outline drawing for package code WV.
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