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Overview

The Rambus Direct RDRAM™ is a general purpose
high-performance memory device suitable for use in a
broad range of applications including computer
memory, graphics, video, and any other application
where high bandwidth and low latency are required.

The 128 /144-Mbit Direct Rambus DRAMs (RDRAM®)
are extremely high-speed CMOS DRAMs organized as
8M words by 16 or 18 bits. The use of Rambus
Signaling Level (RSL) technology permits 600MHz or
800MHz transfer rates while using conventional
system and board design technologies. Direct RDRAM
devices are capable of sustained data transfers at 1.25
ns per two bytes (10ns per sixteen bytes).

The architecture of the Direct RDRAMSs allows the
highest sustained bandwidth for multiple, simulta-
neous randomly addressed memory transactions. The
separate control and data buses with independent row
and column control yield over 95% bus efficiency. The
Direct RDRAM's thirty-two banks support up to four
simultaneous transactions.

System oriented features for mobile, graphics and large
memory systems include power management, byte
masking, and x18 organization. The two data bits in
the x18 organization are general and can be used for
additional storage and bandwidth or for error correc-
tion.

Features

m  Highest sustained bandwidth per DRAM device

- 1.6GB/s sustained data transfer rate

- Separate control and data buses for maximized
efficiency

- Separate row and column control buses for
easy scheduling and highest performance

- 32 banks: four transactions can take place simul-
taneously at full bandwidth data rates

m  Low latency features
- Write buffer to reduce read latency
- 3 precharge mechanisms for controller flexibility
- Interleaved transactions

m  Advanced power management:
- Multiple low power states allows flexibility in
power consumption versus time to transition to
active state
- Power-down self-refresh

m  Organization: 1Kbyte pages and 32 banks, x 16/18
- x18 organization allows ECC configurations or
increased storage/bandwidth
- x16 organization for low cost applications

s Uses Rambus Signaling Level (RSL) for up to
800MHz operation

Figure 1: Direct RDRAM CSP Package

The 128 /144-Mbit Direct RDRAMs are offered in a CSP
horizontal package suitable for desktop as well as low-
profile add-in card and mobile applications.

Direct RDRAMSs operate from a 2.5 volt supply.

Key Timing Parameters/Part Numbers

Organization® I/O Freq. | Core Access Time Part
MHz (ns) Number

256Kx16x32s 600 53 128MD-53-600
256Kx16x32s 600 45 128MD-45-600
256Kx16x32s 800 50 128MD-50-800
256Kx16x32s 800 45 128MD-45-800
256Kx16x32s 800 40 128MD-40-800
256Kx18x32s 600 53 144MD-53-600
256Kx18x32s 600 45 144MD-45-600
256Kx18x32s 800 50 144MD-50-800
256Kx18x32s 800 45 144MD-45-800
256Kx18x32s 800 40 144MD-40-800

a. The “32s” designation indicates that this RDRAM core is com-
posed of 32 banks which use a “split” bank architecture.

Related Documentation
Direct RDRAM Architectural Data Sheet..DL-0061-00.7

Direct RAC Data Sheet..........cuuecvecveennne.. DL-0064-00.7
Direct RMC.d1 Data Sheet...............ccuu....... DL-0036-00.7
RIMM Data Sheet.......cccvveveveeceeecrecrrereeneen. DL-0053-00.7
SPD Application Brief...........ccccceevevrninnnnn DL-0054-00.7
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Direct RDRAM™ 128/144-Mbit (256Kx16/18x32s) Datasheet

Pinouts and Definitions

Edge-Bonded Devices

This table shows the pin assignments of the edge-
bomded RDRAM package from the top-side of the

package (the view looking down on the package as it is
mounted on the circuit board). The mechanical dimen-
sions of this package are shown in a later section. Refer
to Section "Edge-Bonded uBGA Package" on page 58.

Table 1: Edge-Bonded Device (top view)

7 GND vDD GND vDD GND V-REF vDD GND vDD GND vDD GND vDD GND

6 GND DQA7 DQA5 DQA3 DQA1 CFMN CTMN RQ7 RQ5 RQ3 RQ1 DQB1 DQB3 DQB5 DQB7 GND

5 DQAS8 DQAS DQA4 DQA2 DQAO CFM CT™ RQ6 RQ4 RQ2 RQO DQBO DQB2 DQB4 DQBs6 DQB8

4 GND vDD vDD GND GNDa GNDa VDDa VDDa GND vDD vDD GND

3 SCK CMD VCMOS GND GND VCMOS SIo1 SI00

2

1 vDD GND vDD GND vDD GND vDD GND

A B ] D E F G H J K L M N P R T

x16
x18

Center-Bonded Devices - Preliminary

This table shows the pin assignments of the center-
bonded RDRAM package from the top-side of the
package (the view looking down on the package as it is

mounted on the circuit board). The mechanical dimen-
sions of this package are shown in a later sectio. Refer
to Section "Center-Bonded uBGA Package” on page

59.

Table 2: Center-Bonded Device (top view)

38 GND VDD GND VDD GND VDD GND GND VDD
7 CMD DQA7 DQA1 CT™ RQ7 RQ1 RQO DQB6 DQB7
6 SCK DQA4 DQAO CTMN RQ6 RQ2 DQBO DQB4 DQB8
5

4

3 VCMOS DQA5 DQA2 CFMN VREF RQ3 DQB1 DQB5 SI00
2 DQA8 DQA6 DQA3 CFM RQ5 RQ4 DQB2 DQB3 slod
1 GND VDD GND GNDa VDDa GND VDD GND VCMOS

A B C D E F G H J
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Direct RDRAM™ 128/144-Mbit (256Kx16/18x32s) Datasheet

Table 3: Pin Description

# Pins

# Pins

Signal 1/0 | Type edge center Description

S101,S100 /O | CMOS | 2 2 Serial input/output. Pins for reading from and writing to the con-
trol registers using a serial access protocol. Also used for power
management.

CMD CMOS | 1 1 Command input. Pins used in conjunction with SIO0 and SIO1 for
reading from and writing to the control registers. Also used for
power management.

SCK CMOS | 1 1 Serial clock input. Clock source used for reading from and writing
to the control registers

Vop 14 6 Supply voltage for the RDRAM core and interface logic.

VDDa 2 1 Supply voltage for the RDRAM analog circuitry.

Vemos 2 2 Supply voltage for CMOS input/output pins.

GND 19 9 Ground reference for RDRAM core and interface.

GNDa 2 1 Ground reference for RDRAM analog circuitry.

DQAS8..DQAO I’O | RSL 9 9 Data byte A. Nine pins which carry a byte of read or write data
between the Channel and the RDRAM. DQAS is not used by
RDRAMs with a x16 organization.

CFM RSL 1 1 Clock from master. Interface clock used for receiving RSL signals
from the Channel. Positive polarity.

CFMN RSL 1 1 Clock from master. Interface clock used for receiving RSL signals
from the Channel. Negative polarity

VREF 1 1 Logic threshold reference voltage for RSL signals

CTMN RSL 1 1 Clock to master. Interface clock used for transmitting RSL signals
to the Channel. Negative polarity.

CT™M RSL 1 1 Clock to master. Interface clock used for transmitting RSL signals
to the Channel. Positive polarity.

RQ7..RQ5 or I RSL 3 3 Row access control. Three pins containing control and address

ROW2..ROWO0 information for row accesses.

RQ4..RQO or I RSL 5 5 Column access control. Five pins containing control and address

COL4..COLO information for column accesses.

DQBS8.. I’O | RSL 9 9 Data byte B. Nine pins which carry a byte of read or write data

DQBO between the Channel and the RDRAM. DQBS is not used by
RDRAMs with a x16 organization.

Total pin count per package 74 54

Advance Information
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Figure 2: 128/144 Mbit Direct RDRAM Block Diagram

Page 4 Last Modified on 9/4/98



Direct RDRAM™ 128/144-Mbit (256Kx16/18x32s)

R

General Description

Figure 2 is a block diagram of the 128/144 Mbit Direct
RDRAM. It consists of two major blocks: a “core” block
built from banks and sense amps similar to those
found in other types of DRAM, and a Direct Rambus
interface block which permits an external controller to
access this core at up to 1.6GB /s.

Control Registers: The CMD, SCK, SIOO0, and SIO1
pins appear in the upper center of Figure 2. They are
used to write and read a block of control registers.
These registers supply the RDRAM configuration
information to a controller and they select the oper-
ating modes of the device. The nine bit REFR value is
used for tracking the last refreshed row. Most impor-
tantly, the five bit DEVID specifies the device address
of the RDRAM on the Channel.

Clocking: The CTM and CTMN pins (Clock-To-
Master) generate TCLK (Transmit Clock), the internal
clock used to transmit read data. The CFM and CFMN
pins (Clock-From-Master) generate RCLK (Receive
Clock), the internal clock signal used to receive write
data and to receive the ROW and COL pins.

DQA,DQB Pins: These 18 pins carry read (Q) and
write (D) data across the Channel. They are multi-
plexed /de-multiplexed from/to two 72-bit data paths
(running at one-eighth the data frequency) inside the
RDRAM.

Banks: The 16Mbyte core of the RDRAM is divided
into two sets of sixteen 0.5Mbyte banks, each orga-
nized as 512 rows, with each row containing 64
dualocts, and each dualoct containing 16 bytes. A

dualoct is the smallest unit of data that can be
addressed.

Sense Amps: The RDRAM contains two sets of 17
sense amps. Each sense amp consists of 512 bytes of
fast storage (256 for DQA and 256 for DQB) and can
hold one-half of one row of one bank of the RDRAM.
The sense amp may hold any of the 512 half-rows of an
associated bank. However, each sense amp is shared
between two adjacent banks of the RDRAM (except for
0, 15, 16, and 31). This introduces the restriction that
adjacent banks may not be simultaneously accessed.

RQ Pins: These pins carry control and address infor-
mation. They are broken into two groups. RQ7..RQ5
are also called ROW2..ROWO, and are used primarily
for controlling row accesses. RQ4..RQO are also called
COLA4..COLO, and are used primarily for controlling
column accesses.

ROW Pins: The principle use of these three pins is to
manage the transfer of data between the banks and the
sense amps of the RDRAM. These pins are de-multi-
plexed into a 24-bit ROWA (row-activate) or ROWR
(row-operation) packet.

COL Pins: The principle use of these five pins is to
manage the transfer of data between the DQA /DQB
pins and the sense amps of the RDRAM. These pins are
de-multiplexed into a 23-bit COLC (column-operation)
packet and either a 17-bit COLM (mask) packet or a 17-
bit COLX (extended-operation) packet.

ACT Command: An ACT (activate) command from
an ROWA packet causes one of the 512 rows of the

selected bank to be loaded to its associated sense amps
(two 256 byte sense amps for DQA and two for DQB).

PRER Command: A PRER (precharge) command
from an ROWR packet causes the selected bank to
release its two associated sense amps, permitting a
different row in that bank to be activated, or permit-
ting adjacent banks to be activated.

RD Command: The RD (read) command causes one
of the 64 dualocts of one of the sense amps to be trans-
mitted on the DQA /DQB pins of the Channel.

WR Command: The WR (write) command causes a
dualoct received from the DQA /DQB data pins of the
Channel to be loaded into the write buffer. There is
also space in the write buffer for the BC bank address
and C column address information. The data in the
write buffer is automatically retired (written with
optional bytemask) to one of the 64 dualocts of one of
the sense amps during a subsequent COP command. A
retire can take place during a RD, WR, or NOCOP to
another device, or during a WR or NOCOP to the same
device. The write buffer will not retire during a RD to
the same device. The write buffer reduces the delay
needed for the internal DQA /DQB data path turn-
around.

PREC Precharge: The RDA and WRA commands
are similar to RD and WR, except that a precharge
operation (PREC) is scheduled at the end of the data
transfer. These commands provide a second mecha-
nism for performing precharge.

PREX Precharge: After a RD command, or after a
WR command with no byte masking (M=0), a COLX
packet may be used to specify an extended operation
(XOP). The most important XOP command is PREX.
This command provides a third mechanism for
performing precharge.

Advance Information
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Packet Format

Figure 3 shows the formats of the ROWA and ROWR
packets on the ROW pins. Table 4 describes the fields
which comprise these packets. DR4T and DR4F bits are
encoded to contain both the DR4 device address bit
and a framing bit which allows the ROWA or ROWR
packet to be recognized by the RDRAM.

The AV (ROWA /ROWR packet selection) bit distin-
guishes between the two packet types. Both the ROWA
and ROWR packet provide a five bit device address
and a five bit bank address. An ROWA packet uses the
remaining bits to specify a nine bit row address, and
the ROWR packet uses the remaining bits for an eleven
bit opcode field. Note the use of the “RsvX” notation to
reserve bits for future address field extension.

Table 4: Field Description for ROWA Packet and ROWR Packet

Field Description

DRAT,DR4F Bits for framing (recognizing) a ROWA or ROWR packet. Also encodes highest device address bit.
DR3..DRO Device address for ROWA or ROWR packet.

BR4..BRO Bank address for ROWA or ROWR packet. RsvB denotes bits reserved for future address extension.
AV Selects between ROWA packet (AV=1) and ROWR packet (AV=0).

R8..RO Row address for ROWA packet. RsvR denotes bits reserved for future row address extension.
ROP10..ROPO Opcode field for ROWR packet. Specifies precharge, refresh, and power management functions.

Figure 3 also shows the formats of the COLC, COLM,
and COLX packets on the COL pins. Table 5 describes
the fields which comprise these packets.

The COLC packet uses the S (Start) bit for framing. A
COLM or COLX packet is aligned with this COLC
packet, and is also framed by the S bit.

The 23 bit COLC packet has a five bit device address, a
fofiveur bit bank address, a six bit column address, and
a four bit opcode. The COLC packet specifies a read or
write command, as well as some power management
commands.

The remaining 17 bits are interpreted as a COLM
(M=1) or COLX (M=0) packet. A COLM packet is used
for a COLC write command which needs bytemask
control. The COLM packet is associated with the
COLC packet from a time tgyrg earlier. An COLX
packet may be used to specify an independent
precharge command. It contains a five bit device
address, a five bit bank address, and a five bit opcode.
The COLX packet may also be used to specify some
housekeeping and power management commands.
The COLX packet is framed within a COLC packet but
is not otherwise associated with any other packet.

Table 5: Field Description for COLC Packet, COLM Packet, and COLX Packet

Field Description

S Bit for framing (recognizing) a COLC packet, and indirectly for framing COLM and COLX packets.
DC4..DCO Device address for COLC packet.

BC4..BCO Bank address for COLC packet. RsvB denotes bits reserved for future bank address extension.
C5..C0 Column address for COLC packet. RsvC denotes bits reserved for future column address extension.
COP3..COP0 Opcode field for COLC packet. Specifies read, write, precharge, and power management functions.
M Selects between COLM packet (M=1) and COLX packet (M=0).

MA7.MAQO Bytemask write control bits. 1=write, 0=no-write. MAQ controls the earliest byte on DQAS. 0.
MB7.MBO Bytemask write control bits. 1=write, 0=no-write. MBO controls the earliest byte on DQBS..0.
DX4..DX0 Device address for COLX packet.

BX4..BX0 Bank address for COLX packet. RsvB denotes bits reserved for future bank address extension.
XOP4. XOP0 Opcode field for COLX packet. Specifies precharge, Iy, control, and power management functions.

Page 6
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Direct RDRAM™ 128/144-Mbit (256Kx16/18x32s) Datasheet

Field Encoding Summary

Table 6 shows how the six device address bits are
decoded for the ROWA and ROWR packets. The DR4T
and DR4F encoding merges a fifth device bit with a
framing bit. When neither bit is asserted, the device is

not selected. Note that a broadcast operation is indi-
cated when both bits are set. Broadcast operation
would typically be used for refresh and power
management commands. If the device is selected, the
DM (DeviceMatch) signal is asserted and an ACT or
ROP command is performed.

Table 6: Device Field Encodings for ROWA Packet and ROWR Packet

DRAT DR4F Device Selection Device Match signal (DM)

1 1 All devices (broadcast) DMissetto1

0 1 One device selected DM is set to 1 if {DEVID4..DEVIDO0} == {0,DR3..DR0} else DM is set to 0
1 0 One device selected DM is set to 1 if {DEVID4..DEVIDO0} == {1,DR3..DR0} else DM is set to 0
0 0 No packet present DM is set to 0

Table 7 shows the encodings of the remaining fields of
the ROWA and ROWR packets. An ROWA packet is
specified by asserting the AV bit. This causes the speci-
fied row of the specified bank of this device to be
loaded into the associated sense amps.

An ROWR packet is specified when AV is not asserted.
An 11 bit opcode field encodes a command for one of
the banks of this device. The PRER command causes a
bank and its two associated sense amps to precharge,
so another row or an adjacent bank may be activated.
The REFA (refresh-activate) command is similar to the

ACT command, except the row address comes from an
internal register REFR, and REFR is incremented at the
largest bank address. The REFP (refresh-precharge)
command is identical to a PRER command.

The NAPR, NAPRC, PDNR, ATTN, and RLXR
commands are used for managing the power dissipa-
tion of the RDRAM and are described in more detail in
“Power State Management” on page 38. The TCEN
and TCAL commands are used to adjust the output
driver slew rate and they are described in more detail
in “Current and Temperature Control” on page 43.

Table 72 ROWA Packet and ROWR Packet Field Encodings

a ROP10.ROPO Field Command Description
DM?® [AV Name
109 |8 (7 |6 (5 |4 (3 |20
0 - - - - - No operation.
1 1 Row address ACT Activate row R8..R0 of bank BR3..BRO of device and move device to ATTNP.
1 0 (1 |1 fo Jo [0 |x®[x |x [000 |PRER Precharge bank BR3..BRO of this device.
1 0 |0 JOo |0 (1 |1 [0 |O |x |000 |REFA Refresh (activate) row REFR8..REFRO of bank BR4..BRO of device.
Increment REFR if BR4..BRO = 1111 (see Figure 49).
1 0 1 9]0 |10 |1 |0 |0 [|x |000 |REFP Precharge bank BR4..BRO of this device after REFA (see Figure 49).
1 0 x [x [0 [0 JO0 }6 }j1 |x [000 [PDNR Move this device into the powerdown (PDN) power state (see Figure 46).
1 0 x [x [0 [0 JO0 |1 }0 |x [000 [NAPR Move this device into the nap (NAP) power state (see Figure 46).
1 0 x |x [0 [0 |0 1 |1 |x [000 [NAPRC |Move this device into the nap (NAP) power state conditionally
1 0 x |x [x [x |x |x |x 000 | ATTNP | Move this device into the attention (ATTN) power state (see Figure 44).
1 0 x |x [x [x |x |x |x }1./000 [RLXR Move this device into the standby (STBY) power state (see Figure 45).
1 0 0 |0 |0 [0 [0 |O |O [x [001 |TCAL Temperature calibrate this device (see Figure 51).
1 0 0 |0 |0 (0 [0 |O |O [x |010 | TCEN Temperature calibrate/enable this device (see Figure 51).
1 0 |0 JO |0 [0 |0 [0 [0 [0 [000 [NOROP |No operation.

a. The DM (Device Match signal) value is determined by the DR4T,DR4F, DR3..DRO field of the ROWA and ROWR packets. See Table 6.

b. The device's power state remains unchanged for a broadcast operation (DR4T/DR4F=1/1).

c. An “x” entry indicates which commands may be combined. For instance, the three commands PRER/NAPRC/RLXR may be specified in one ROP value (011000111000).

Page 8
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Direct RDRAM™ 128/144-Mbit (256Kx16/18x32s) IE

Table 8 shows the COP field encoding. The device The COLC packet can also specify a PREC command,
must be in the ATTN power state in order to receive which precharges a bank and its associated sense
COLC packets. The COLC packet is used primarily to amps. The RDA/WRA commands are equivalent to a
specify RD (read) and WR (write) commands. Retire RD/WR followed by a PREC. RLXC (relax) performs a
operations (moving data from the write buffer to a power mode transition. See “Power State Manage-
sense amp) happen automatically. See Figure 17 for a ment” on page 38.

more detailed description.

Table 8: COLC Packet Field Encodings

S Ze(:jlic t]::llS\(:ice)a COP3..0 |Name | Command Description

0 el - No operation.

1 /=(DEVID4.0) |--—- - Retire write buffer of this device.

1 == (DEVID4 ..0) x000P NOCOP | Retire write buffer of this device.

1 == (DEVID4 ..0) x001 WR Retire write buffer of this device, then write column C5..C0 of bank BC4..BCO0 to write buffer.
1 == (DEVID4 ..0) x010 RSRV Reserved, no operation.

1 == (DEVID4 ..0) x011 RD Read column C5..CO0 of bank BC4..BCO of this device.

1 == (DEVID4 ..0) x100 PREC Retire write buffer of this device, then precharge bank BC4.BCO (see Figure 14).

1 == (DEVID4 ..0) x101 WRA Same as WR, but precharge bank BC4..BCO after write buffer (with new data) is retired.
1 == (DEVID4 ..0) x110 RSRV Reserved, no operation.

1 == (DEVID4 ..0) x111 RDA Same as RD, but precharge bank BC4..BCO afterward.

1 == (DEVID4 ..0) TIxxx RLXC Move this device into the standby (STBY) power state (see Figure 45).

a. ”/=" means not equal, “

==" means equal.

b. An “x” entry indicates which commands may be combined. For instance, the two commands WR/RLXC may be specified in one COP value (1001).

Table 9 shows the COLM and COLX field encodings. consuming control bandwidth on the ROW pins. It is
The M bit is asserted to specify a COLM packet with also used for the CAL(calibrate) and SAM (sample)
two 8 bit bytemask fields MA and MB. If the M bit is current control commands (see “Current and Tempera-
not asserted, an COLX is specified. It has device and ture Control” on page 43), and for the RLXX power
bank address fields, and an opcode field. The primary mode command (see “Power State Management” on
use of the COLX packet is to permit an independent page 38).

PREX (precharge) command to be specified without

Table 9: COLM Packet and COLX Packet Field Encodings

M Ze)z(lic“t:)(i(:/ice) XOP4.0 |Name |Command Description

1 - - MSK MB/MA bytemasks used by WR/WRA.

0 /= (DEVID4 ..0) - - No operation.

0 |==(DEVID4..0) 00000 NOXOP | No operation.

0 == (DEVID4 ..0) Txxx0? PREX Precharge bank BX4..BX0 of this device (see Figure 14).

0 == (DEVID4 ..0) x1xx0 CAL Calibrate (drive) Iy, current for this device (see Figure 50).

0 == (DEVID4 ..0) xx1x0 SAM Sample (update) Igy, current for this device (see Figure 50).

0 == (DEVID4 ..0) xxx10 RLXX Move this device into the standby (STBY) power state (see Figure 45).
0 == (DEVID4 ..0) xxxx1 RSRV Reserved, no operation.

a. An “x” entry indicates which commands may be combined. For instance, the two commands PREX/RLXX may be specified in one XOP value (10010).

Advance Information
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DQ Packet Timing

Figure 4 shows the timing relationship of COLC
packets with D and Q data packets. This document
uses a specific convention for measuring time intervals
between packets: all packets on the ROW and COL
pins (ROWA, ROWR, COLC, COLM, COLX) use the
trailing edge of the packet as a reference point, and all
packets on the DQA /DQB pins (D and Q) use the
leading edge of the packet as a reference point.

An RD or RDA command will transmit a dualoct of
read data Q a time t- - later. This time includes one to
five cycles of round-trip propagation delay on the
Channel. The t-p ¢ parameter may be programmed to a
one of a range of values (7, 8,9, 10, 11, or 12 tcycrp)-
The value chosen depends upon the number of
RDRAM devices on the Channel and the RDRAM
timing bin. See Figure 39 for more information.

To Ty T, T3 Ty Ts Te Ty Tg To Tio Toy T12T13 Tog Trs T16Ta7 Trg Tro TogTar Tao

A WR or WRA command will receive a dualoct of
write data D a time tcwp later. This time does not need
to include the round-trip propagation time of the
Channel since the COLC and D packets are traveling in
the same direction.

When a Q packet follows a D packet (shown in the left
half of the figure), a gap (tcac -tewp) will automati-
cally appear between them because the t-yp value is
always less than the t-pc value. There will be no gap
between the two COLC packets with the WR and RD
commands which schedule the D and Q packets.

When a D packet follows a Q packet (shown in the
right half of the figure), no gap is needed between
them because the teyp value is less than the tp¢
value. However, , a gap of tcac¢ -tewp or greater must
be inserted between the COLC packets with the RD
WR commands by the controller so the Q and D
packets do not overlap.
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Figure 4: Read (Q) and Write (D) Data Packet - Timing for tcpc =7, 8, 9,10, 11, or 12 tey g

COLM Packet to D Packet Mapping

Figure 5 shows a write operation initiated by a WR
command in a COLC packet. If a subset of the 16 bytes
of write data are to be written, then a COLM packet is
transmitted on the COL pins a time tgry after the
COLC packet containing the WR command. The M bit
of the COLM packet is set to indicate that it contains
the MA and MB mask fields. Note that this COLM
packet is aligned with the COLC packet which causes
the write buffer to be retired. See Figure 17 for more
details.

If all 16 bytes of the D data packet are to be written,
then no further control information is required. The
packet slot that would have been used by the COLM
packet (tgrg after the COLC packet) is available to be

used as an COLX packet. This could be used for a
PREX precharge command or for a housekeeping
command (this case is not shown). The M bit is not
asserted in an COLX packet and causes all 16 bytes of
the previous WR to be written unconditionally. Note
that a RD command will never need a COLM packet,
and will always be able to use the COLX packet option
(a read operation has no need for the byte-write-enable
control bits).

Figure 5 also shows the mapping between the MA and
MB fields of the COLM packet and bytes of the D
packet on the DQA and DQB pins. Each mask bit
controls whether a byte of data is written (=1) or not
written (=0).

Page 10
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individual data bytes.
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ROW-t0-ROW Packet Interaction
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Transaction a: ROPa
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a0 = {Da,Ba,Ra}
b0={Db,Bb,Rb}

Figure 6: ROW-to-ROW Packet Interaction- Timing

Figure 6 shows two packets on the ROW pins sepa-
rated by an interval txrppr. oy Which depends upon the
packet contents. No other ROW packets are sent to
banks {Ba,Ba+1,Ba-1} between packet “a” and packet
“b” unless noted otherwise. Table 10 summarizes the
tRrRDELAY Values for all possible cases.

Cases RR1 through RR4 show two successive ACT
commands. In case RR1, there is no restriction since the
ACT commands are to different devices. In case RR2,
the tgp restriction applies to the same device with non-
adjacent banks. Cases RR3 and RR4 are illegal (as
shown) since bank Ba needs to be precharged. If a
PRER to Ba, Ba+1, or Ba-1 is inserted, tgrpgr.ay 1S tre
(trag to the PRER command, and tgp to the next ACT).

Cases RR5 through RR8 show an ACT command
followed by a PRER command. In cases RR5 and RRé,
there are no restrictions since the commands are to
different devices or to non-adjacent banks of the same
device. In cases RR7 and RRS, the tg g restriction
means the activated bank must wait before it can be
precharged.

Cases RR9 through RR12 show a PRER command
followed by an ACT command. In cases RR9 and
RR10, there are essentially no restrictions since the
commands are to different devices or to non-adjacent
banks of the same device. RR10a and RR10b depend
upon whether a bracketed bank (Ba+-1) is precharged
or activated. In cases RR11 and RR12, the same and
adjacent banks must all wait tgp for the sense amp and
bank to precharge before being activated.

Table 10: ROW-to-ROW Packet Interaction - Rules

Case # ||ROPa (Da |Ba [Ra (([ROPb (Db Bb Rb |([trRrDELAY Example
RR1 ACT |Da ([Ba |Ra [JACT /=Da |xxxx x.X |[tPACKET Figure 11
RR2 ACT Da |Ba Ra [|ACT ==Da [ /= {Ba,Ba+1,Ba-1} x.x ||trRr Figure 11
RR3 ACT Da |Ba Ra [|ACT ==Da [=={Ba+1,Ba-1} X..X |[tre- illegal unless PRER to Ba/Ba+1/Ba-1 Figure 10
RR4 ACT Da |Ba Ra [|ACT ==Da [=={Ba} X..X |[tre- illegal unless PRER to Ba/Ba+1/Ba-1 Figure 10
RR5 ACT |Da ([Ba |Ra [|[PRER |/=Da |xxxx x.X |[tpackET Figure 11
RR6 ACT |Da ([Ba |Ra ||PRER |==Da |/={BaBa+1,Ba-1} x.X |[tPACKET Figure 11
RR7 ACT |Da ([Ba |Ra [|[PRER |==Da |=={Ba+1,Ba-1} x.X |[tras Figure 10
RR8 ACT |Da [Ba |Ra ||PRER |==Da |=={Ba} x.X |[tras Figure 15
RR9 PRER [Da |Ba |Ra [|[ACT |[/=Da |xxxx x.X |[tpackET Figure 12
RR10 [|PRER |Da [Ba |Ra ||ACT |==Da |/={BaBa+1,Ba+-2} |x.x ||tpackET Figure 12
RR10a |[|PRER |Da [Ba |Ra |JACT |==Da |=={Ba+2} x.X ||tpacker/trp if Ba+1 is precharged/activated.
RR10b |[|PRER |Da [Ba |Ra ||ACT |==Da |=={Ba-2} x.X ||tpacker/trp if Ba-1 is precharged/activated.
RR11 [|PRER |Da [Ba |Ra ||ACT |==Da |=={Ba+1,Ba-1} x.X |[trp Figure 10
RR12 [|PRER |Da [Ba |Ra ||ACT |==Da |=={Ba} x.X |[trp Figure 10
RR13 [|PRER |Da [Ba |Ra ||PRER |/=Da [xxx x.X |[tpackET Figure 12
RR14 |[|PRER |Da [Ba |Ra ||PRER |==Da |[/={BaBa+1,Ba-1} x.X |[tpp Figure 12
RR15 [|PRER |Da [Ba |Ra ||PRER |==Da |=={Ba+1,Ba-1} x.X |[tpp Figure 12
RR16 [|PRER |Da [Ba |Ra |[|[PRER |==Da |==Ba x.X |[tpp Figure 12
Page 12 Last Modified on 9/4/98
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ROW-t0-ROW Interaction - continued

Cases RR13 through RR16 summarize the combina-
tions of two successive PRER commands. In case RR13
there is no restriction since two devices are addressed.
In RR14, tpp applies, since the same device is
addressed. In RR15 and RR16, the same bank or an
adjacent bank may be given repeated PRER commands
with only the tpp restriction.

Two adjacent banks can’t be activate simultaneously. A
precharge command to one bank will thus affect the
state of the adjacent banks (and sense amps). If bank
Ba is activate and a PRER is directed to Ba, then bank
Ba will be precharged along with sense amps Ba-1/Ba
and Ba/Ba+1. If bank Ba+1 is activate and a PRER is
directed to Ba, then bank Ba+1 will be precharged
along with sense amps Ba/Ba+1 and Ba+1/Ba+2. If
bank Ba-1 is activate and a PRER is directed to Ba, then
bank Ba-1 will be precharged along with sense amps
Ba/Ba-1 and Ba-1/Ba-2.

A ROW packet may contain commands other than
ACT or PRER. The REFA and REFP commands are
equivalent to ACT and PRER for interaction analysis
purposes. The interaction rules of the NAPR, NAPRC,
PDNR, RLXR, ATTN, TCAL, and TCEN commands are
discussed in later sections (see Table 7 for cross-ref).

ROW-to-COL Packet Interaction

Figure 7 shows two packets on the ROW and COL
pins. They must be separated by an interval tgcpgray
which depends upon the packet contents. Table 11
summarizes the trcppr ay values for all possible cases.
Note that if the COL packet is earlier than the ROW
packet, it is considered a COL-to-ROW packet interac-
tion.

Cases RC1 through RC5 summarize the rules when the
ROW packet has an ACT command. Figure 15 and
Figure 16 show examples of RC5 - an activation
followed by a read or write. RC4 is an illegal situation,
since a read or write of a precharged banks is being
attempted (remember that for a bank to be activated,
adjacent banks must be precharged). In cases RC1,
RC2, and RCS3, there is no interaction of the ROW and
COL packets.

To Ty Ty Ts Ty Ts Te T; TgTo Trp Tuy T12T1s Tyg Tys T16Trr Tas Tro ™

i g

ROW2 ROPa a0 ¥ Gy ey
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Transaction a: ROPa = {Da,Ba,Ra}
Transaction b: COPb b1= {Db,Bb,Cb1}

Figure 72 ROW-to-COL Packet Interaction- Timing

Cases RC6 through RC8 summarize the rules when the
ROW packet has a PRER command. There is either no
interaction (RC6 through RC9) or an illegal situation
with a read or write of a precharged bank (RC9).

The COL pins can also schedule a precharge operation
with a RDA, WRA, or PREC command in a COLC
packet or a PREX command in a COLX packet. The
constraints of these precharge operations may be
converted to equivalent PRER command constraints
using the rules summarized in Figure 14.

Table 11: ROW-to-COL Packet Interaction - Rules

Case # [|[ROPa [Da Ba Ra COPb Db Bb Cb1 ([tRcDELAY Example
RC1 ACT |Da Ba Ra NOCOPRD,WR | /=Da |xxxx x.x [|0

RC2 ACT |Da Ba Ra NOCOP ==Da [xxxx x.x [|0

RC3 ACT |Da Ba Ra RD,WR ==Da |/={BaBa+l,Ba-1} |x.x ||0

RC4 ACT Da Ba Ra RD,WR == Da == {Ba+1,Ba-1} x.x ||Iegal

RC5 ACT |Da Ba Ra RD,WR ==Da |==Ba x.X |[treD Figure 15
RC6 PRER [Da Ba Ra NOCOPRD,WR | /=Da |xxxx x.x [|0

RC7 PRER [Da Ba Ra NOCOP ==Da [xxxx x.x [|0

RC8 PRER [Da Ba Ra RD,WR ==Da |/={BaBa+l,Ba-1} |x.x ||0

RC9 PRER [Da Ba Ra RD,WR == Da == {Ba+1,Ba-1} x.x ||Iegal

Advance Information
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COL-to-COL Packet Interaction
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Figure 8: COL-to-COL Packet Interaction- Timing

Figure 8 shows three arbitrary packets on the COL
pins. Packets “b” and “c” must be separated by an
interval tccpgr oy which depends upon the command
and address values in all three packets. Table 12
summarizes the t-cpgp.ay values for all possible cases.

Cases CC1 through CC5 summarize the rules for every
situation other than the case when COPb is a WR
command and COPc is a RD command. In CC3, when
a RD command is followed by a WR command, a gap
of tcac -tewp must be inserted between the two COL
packets. See Figure 4 for more explanation of why this

gap is needed. For cases CC1, CC2, CC4, and CC5,
there is no restriction (tccpgray 18 tee)-

In cases CC6 through CC10, COPb is a WR command
and COPc is a RD command. The te¢pgp ay value
needed between these two packets depends upon the
command and address in the packet with COPa. In
particular, in case CC6 when there is WR-WR-RD
command sequence directed to the same device, a gap
will be needed between the packets with COPb and
COPc. The gap will need a COLC packet with a
NOCOP command directed to any device in order to
force an automatic retire to take place. Figure 18 (right)
provides a more detailed explanation of this case.

In case CC10, there is a RD-WR-RD sequence directed
to the same device. If a prior write to the same device is
unretired when COPa is issued, then a gap will be
needed between the packets with COPb and COPc as
in case CC6. The gap will need a COLC packet with a
NOCOP command directed to any device in order to
force an automatic retire to take place.

Cases CC7, CC8, and CC9 have no restriction
(tcepeLAy 18 too)-

For the purposes of analyzing COL-to-ROW interac-
tions, the PREC, WRA, and RDA commands of the
COLC packet are equivalent to the NOCOP, WR, and
RD commands. These commands also cause a
precharge operation PREC to take place. This
precharge may be converted to an equivalent PRER
command on the ROW pins using the rules summa-
rized in Figure 14.

Table 12: COL-to-COL Packet Interaction - Rules
Case # ||COPa |Da Ba [Cal |[[COPb Db (Bb |Cb1l ||COPc Dc Bc Ccl ([tceprray Example
CC1 XXXX Xxxx | x.x [x.x [[NOCOP |Db [Bb |Cbl [|xxxx X0 [ x.x | x.x |[tee
cC2 XXXX x| x.x [x.x [[RDWR |Db |[Bb [Cbl [[NOCOP |xxoxx [x.x [x.x [[tee
CC3 XXXX xxxxx | x.x |x.x ||RD Db [Bb |Cbl [[WR x| x.x | x.Xx |[[tectteac -tewn Figure 4
CC4 XXXX xxxxx | x.x |x.x ||RD Db [(Bb [Cbl |[|RD xoxxxx [ x.x | x.x ||tee Figure 15
CC5 XXXX xxxxx | x.x |x.x ||WR Db [Bb |Cbl [[WR xoxxxx [ x.x | x.x ||tee Figure 16
CCé6 WR ==Db [x x.x ||[WR Db [(Bb [Cbl |[|RD ==Db |x.x [x.Xx ||tpTr Figure 17
CcC7 WR ==Db [x x.x ||[WR Db [(Bb [Cbl |[|RD /=Db |x.x |x.x ||[tcc
CCs8 WR /=Db |x x.x ||[WR Db [(Bb [Cbl |[|RD ==Db |x.x [x.x |[tcc
CC9 NOCOP [==Db |x x.x ||[WR Db |Bb [Cbl [|[RD ==Db |x.x [x.x |[tcc
CC10 ||RD ==Db [x x.x ||[WR Db [(Bb [Cbl |[|RD ==Db |x.x |x.x [[tccor tgrr?

a. If the write buffer was full from an earlier WR command, and had not been retired when COPa=RD is executed, tccpgy Ay Will be con-

strained by the tpp parameter. Otherwise, the t- parameter will apply.

Page 14
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COL-to-ROW Packet Interaction
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Figure 9: COL-to-ROW Packet Interaction- Timing

Figure 9 shows arbitrary packets on the COL and
ROW pins. They must be separated by an interval
tcrDELAY Which depends upon the command and
address values in the packets. Table 13 summarizes the
tcrpELAY Value for all possible cases.

Cases CR1, CR2, CR3, and CR9 show no interaction
between the COL and ROW packets, either because
one of the commands is a NOP or because the packets
are directed to different devices or to non-adjacent

banks.

Case CR4 is illegal because an already-activated bank
is to be re-activated without being precharged Case
CRb5 is illegal because an adjacent bank can’t be acti-
vated or precharged until bank Ba is precharged first.

In case CR6, the COLC packet contains a RD
command, and the ROW packet contains a PRER
command for the same bank. The trpp parameter spec-
ifies the required spacing.

Likewise, in case CR7, the COLC packet causes an
automatic retire to take place, and the ROW packet
contains a PRER command for the same bank. The tgrp
parameter specifies the required spacing.

Case CRS8 is labeled “Hazardous” because a WR
command should always be followed by an automatic
retire before a precharge is scheduled. Figure 19 shows
an example of what can happen when the retire is not
able to happen before the precharge.

For the purposes of analyzing COL-to-ROW interac-
tions, the PREC, WRA, and RDA commands of the
COLC packet are equivalent to the NOCOP, WR, and
RD commands. These commands also cause a
precharge operation to take place. This precharge may
converted to an equivalent PRER command on the
ROW pins using the rules summarized in Figure 14.

A ROW packet may contain commands other than
ACT or PRER. The REFA and REFP commands are
equivalent to ACT and PRER for interaction analysis
purposes. The interaction rules of the NAPR, PDNR,
and RLXR commands are discussed in a later section.

Table 13: COL-to-ROW Packet Interaction - Rules

Case#||COPa |Da [Ba |Cal |[ROPb |Db Bb Rb  ||tcrDELAY Example
CR1 NOCOP |Da |Ba [Cal [[x.x XXXXX XXXX x.x |0

CR2 RD/WR |Da |Ba Cal X..X /=Da XXXX X..X 0

CR3 RD/WR |Da |Ba Cal X..X ==Da /={Ba,Ba+1,Ba-1} |x.x 0

CR4 RD/WR |Da |Ba Cal ACT ==Da == {Ba} X..X Illegal

CR5 RD/WR |Da |Ba Cal X..X ==Da == {Ba+1,Ba-1} X..X Illegal

CR6 RD Da |Ba |Cal [[PRER ==Da |==({(Ba,Ba+1,Ba-1} |x.x ||tgpp Figure 15
CR7 retire® Da |Ba Cal PRER ==Da == {Ba,Ba+1,Ba-1} [x..x trTP Figure 16
CR8 WRP Da [Ba |Cal |[|PRER ==Da |=={BaBa+1,Ba-1} [x.x |[|0 Figure 19
CR9 XXXX Da |Ba [Cal |[NOROP [xxxxx XXXX x.x |0

a. This is any command which permits the write buffer of device Da to retire (see Table 8). “Ba” is the bank address in the write buffer.

b. This situation is hazardous because the write buffer will be left unretired while the targeted bank is precharged. See Figure 19.

Advance Information
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ROW-to-ROW Examples commands to the same bank must also satisfy the tyc
timing parameter (RR4).

Figure 10 shows examples of some of the the ROW-to-
ROW packet spacings from Table 10. A complete
sequence of activate and precharge commands is
directed to a bank. The RR8 and RR12 rules apply to
this sequence. In addition to satisfying the tg s g and tgp

When a bank is activated, it is necessary for adjacent
banks to remain precharged. As a result, the adjacent
banks will also satisfy parallel timing constraints; in
the example, the RR11 and RR3 rules are analogous to

.. . the RR12 and RR4 rules.
timing parameters, the separation between ACT
a0 = {Da,Ba,Ra}
Same Device Adjacent Bank RR7 al ={Da,Ba+1}
Same Device Adjacent Bank RR3 b0 = {Da,Ba+1,Rb}
Same Device Same Bank RR4 b0 = {Da,Ba,Rb}
Same Device Adjacent Bank RR11 b0 = {Da,Ba+1,Rb}
Same Device Same Bank RR12 b0 = {Da,Ba,Rb}
.TO Ty iTy ITs .T4 ITs ITs .T7 .TS ITq ITm TH.TIZ T13 IT14 15 IT16IT17IT15IT19ITzoszlszzITBIT24IT25IT26IT27:F28:F 9IT 0IT31 IT32IT33IT34ITssIT36IT37IT35ITselT4qT41IT42IT45:F44:r45 IT46 .T47.
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Figure 10: Row Packet Example
Figure 11 shows examples of the ACT-to-ACT (RR1, unless they are directed to the same or adjacent banks
RR2) and ACT-to-PRER (RR5, RR6) command spacings or unless they are a similar command type (both PRER
from Table 10. In general, the commands in ROW or both ACT) directed to the same device.

packets may be spaced an interval tpp gt apart

a0 ={Da,Ba,Ra}

Different Device Any Bank RR1 b0 = {Db,Bb,Rb}
Same Device Non-adjacent Bank | RR2 c0 ={Da,Bc,Rc}
Different Device Any Bank RR5 b0 = {Db,Bb,Rb}
Same Device Non-adjacent Bank | RR6 c0 ={Da,Bc,Rc}
Ty Ty (T, Ty Ty Ts iTs T; Ty TuleTls ‘14 T1s T16T17 T1s T1g TagTa1 Tao Taz Tog Tay T2gTag Tap Tay T3pTa3iTas Tas Tag Tao TyoTas Tap Taa TygTusiTae Tar
CTM/CFM l 1 il il ‘\ ll il il 1 il ‘\ l| il il 1 1 :
ROW?2 YT ACT a0 fﬁ* ﬁ{‘ ACT 0 f YT ACT a0 TPRER b0 f YT ACT a0 [ PRER c0
.ROWO i SRARALS 8 AU
PACKET|6—— | | | : — g —P | PAcKETI€—p] | tPACKET [
COlL4 it '“iﬂg“jz Z{a }; fz ;‘z W“ Zi"z?;jg'z rfﬂ{;jg'z n gz -Ziﬁaﬂgj‘z fg ;;;g'zg- z p -Ziﬁaﬂgigw Zf ;ig-'z.g-
T
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pans.o i F@“W%%MW il i
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Figure 11: Row Packet Example
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Figure 12 shows examples of the PRER-to-PRER
(RR13, RR14) and PRER-to-ACT (RR9, RR10)
command spacings from Table 10. The RR15 and RR16
cases (PRER-to-PRER to same or adjacent banks) are
not shown, but are similar to RR14. In general, the

commands in ROW packets may be spaced an interval
tpackeT apart unless they are directed to the same or
adjacent banks or unless they are a similar command
type (both PRER or both ACT) directed to the same
device.

a0 ={Da,Ba,Ra}

Different Device Any Bank RR13 = {Db,Bb,Rb}

Same Device Non-adjacent Bank | RR14 c0 ={Da,Bc,Rc}

Same Device Adjacent Bank RR15 c0 ={Da,Ba,Rc}

......................................... same DeViCe same Bﬂnk RR16 CO = {Dﬂ,Bﬂ+1RC}

Different Device Any Bank RR9 = {Db,Bb,Rb}

Same Device Non-adjacent Bank [ RR10 c0 ={Da,Bc,Rc}

Ty Ty (T, Ty Ty Ts T T; Ty Ty Tyl 3 ‘14 T1s T16T17 T1s T1g TagTa1 Tao Taz Tog Ta7 T28T29 Tap Tar T32Ta3{Tas Tas Tag Tso T4oTs1 Tz Tas TggTas a6 Tar
CTM/CFM 1 1 1 il v ‘\ ll il v il v 1 il v ‘\ ll il v il v 1 1 :
ROW2 PRER a0 | PRER b0 ?"% [T PRER 20 ﬂ”‘ f’{ PRER <0 ?’3 5"2 PRER a0 | ACT b0 ?’3 5"2 PRER a0 | ACT 0

.ROWO i i e i [ i [
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Figure 12: Row Packet Examples

Row and Column Cycle Description

Activate: A row cycle begins with the activate (ACT)
operation. The activation process is destructive; the act
of sensing the value of a bit in a bank’s storage cell
transfers the bit to the sense amp, but leaves the orig-
inal bit in the storage cell with an incorrect value.

Restore: Because the activation process is destructive,
a hidden operation called restore is automatically
performed. The restore operation rewrites the bits in
the sense amp back into the storage cells of the acti-
vated row of the bank.

Read/Write: While the restore operation takes place,
the sense amp may be read (RD) and written (WR)
using column operations. If new data is written into
the sense amp, it is automatically forwarded to the
storage cells of the bank so the data in the activated
row and the data in the sense amp remain identical.

Precharge: When both the restore operation and the
column operations are completed, the sense amp and
bank are precharged (PRE). This leaves them in the
proper state to begin another activate operation.

Intervals: The activate operation requires the interval
trep, MmN to complete. The hidden restore operation

requires the interval tg og N - trep MmN to complete.
Column read and write operations are also performed
during the txag MmN - trep, vy interval (if more than
about four column operations are performed, this
interval must be increased). The precharge operation
requires the interval trpmy to complete.

Adjacent Banks: An RDRAM with a “s” designation
(256Kx32sx16/18) indicates it contains “split banks”.
This means the sense amps are shared between two
adjacent banks. The only exception is that sense amp 0,
15, 16, and 31 are not shared. When a row in a bank is
activated, the two adjacent sense amps are connected
to (associated with) that bank and are not available for
use by the two adjacent banks. These two adjacent
banks must remain precharged while the selected bank
goes through its activate, restore, read /write, and
precharge operations.

For example (referring to the block diagram of

Figure 2), if bank 5 is accessed, sense amp 4/5 and
sense amp 5/6 will both be loaded with one of the 512
rows (with 512 bytes loaded into each sense amp from
the 1Kbyte row - 256 bytes to the DQA side and 256
bytes to the DQB side). While this row from bank 5 is
being accessed, no rows may be accessed in banks 4 or
6 because of the sense amp sharing.

Advance Information
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Precharge Mechanisms

Figure 13 shows an example of precharge with the
ROWR packet mechanism. The PRER command must

occur a time tg 5g after the ACT command, and a time
trp before the next ACT command. This timing will
serve as a baseline aginst which the other precharge
mechanisms can be compared.

a0 = {Da,Ba,Ra}
a5 = {Da,Ba}
b0 = {Da,Ba,Rb}

To Ty T, T3 Ty Ts Te Ty Tg To Tio Tog T12T13 Toa Trs T16Ta7 Tis Tro T2oTar Tao Tos TagTas Tas Tar L28Ts9 Tao Tar T32Ta3 Tas Tas T36Ta7 Tas Tag TyoTar Tar Taa TygTus Tug Tay
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Figure 13: Precharge via PRER Command in ROWR Packet

Figure 14 (top) shows an example of precharge with a
RDA command. A bank is activated with an ROWA
packet on the ROW pins. Then, a series of four
dualocts are read with RD commands in COLC
packets on the COL pins. The fourth of these
commands is a RDA, which causes the bank to auto-
matically precharge when the final read has finished.
The timing of this automatic precharge is equivalent to
a PRER command in an ROWR packet on the ROW
pins that is offset a time tqpp from the COLC packet
with the RDA command. The RDA command should
be treated as a RD command in a COLC packet as well
as a simultaneous (but offset) PRER command in an
ROWR packet when analyzing interactions with other
packets.

Figure 14 (middle) shows an example of precharge
with a WRA command. As in the RDA example, a
bank is activated with an ROWA packet on the ROW
pins. Then, two dualocts are written with WR
commands in COLC packets on the COL pins. The
second of these commands is a WRA, which causes the
bank to automatically precharge when the final write
has been retired. The timing of this automatic
precharge is equivalent to a PRER command in an
ROWR packet on the ROW pins that is offset a time
toprp from the COLC packet that causes the automatic
retire. The WRA command should be treated as a WR
command in a COLC packet as well as a simultaneous

(but offset) PRER command in an ROWR packet when
analyzing interactions with other packets. Note that
the automatic retire is triggered by a COLC packet a
time tgyg after the COLC packet with the WR
command unless the second COLC contains a RD
command to the same device. This is described in more
detail in Figure 17.

Figure 14 (bottom) shows an example of precharge
with a PREX command in an COLX packet. A bank is
activated with an ROWA packet on the ROW pins.
Then, a series of four dualocts are read with RD
commands in COLC packets on the COL pins. The
fourth of these COLC packets includes an COLX
packet with a PREC command. This causes the bank to
precharge with timing equivalent to a PRER command
in an ROWR packet on the ROW pins that is offset a
time toppp from the COLX packet with the PREX
command.

Page 18
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(COLC Packet: RDA Precharge Offset)

To Ty T, T3 Ty Ts Te Ty Tg To Tio Tog T12T13 Toa Trs T16Ta7 Tis Tro T2oTar Tao Tos TagTas Tas Tar L28Ts9 Tao Tar T32Ta3 Tas Tas T36Ta7 Tas Tag TyoTar Tar Taa TygTus Tug Tay

CTMKTMTHHHWHWHHHHHHHHHHHHHHHHHHHHHHHWﬂWHHHHWWHWHWHWHWHF
........................ hANADAN AN AN AP MDA AN S AN LD A ADA) 2D
. The RDA precharge is equlvalent toaPRER command here e
ROW?2 ACTa0 Vil SRR ;ivg ﬁi"g‘-‘ e TRl "ﬁi'" ACT b0 “i‘ e "“i" pi "';fiii
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Doss:o e [ o= [ o= [ o= ] HUUHHIIHIT
[Transaction a: RD] a0 = {Da,Ba,Ra} al = {Da,Ba,Cal} a2 = {Da,Ba,Ca2}
a3 = {Da,Ba,Ca3} ad ={Da,Ba,Ca4} a5 = {Da,Ba} |

(COLC Packet: WDA Precharge Offset)

To Ty T, T3 Ty Ts Te Ty Tg To Tio Tog T12T13 Toa Trs T16Ta7 Tis Tro T2oTar Tao Tos TagTas Tas Tar L28Ts9 Tao Tar T32Ta3 Tas Tas T36Ta7 Tas Tag TyoTar Tar Taa TygTus Tug Tay

ermierM e A A b A L R b
............................. yrvvviviviviviviviviviviviyl,

. The WRA precharge (trlggered by the automatic retlre) is equlvalent toaPRER command here o
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[fransaction a: WR] a0 ={Da,Ba,Ra} | al={DaBaCal} | a2={Da,BaCa2} | a5 = {Da,Ba} |

(COLX Packet: PREX Precharge Offset)

To Ty T, T3 Ty Ts Te Ty Tg To Tio Tog T12T13 Toa Trs T16Ta7 Tis Tro T2oTar Tao Tos TagTas Tas Tar L28Ts9 Tao Tar T32Ta3 Tas Tas T36Ta7 Tas Tag TyoTar Tar Taa TygTus Tug Tay

...................... yevivviviviviviviv
The PREX precharge command is equlvalent toa PRER command heﬁe o Vo

ROW2  [er Y T T T T W
.ROWO ;lif...s'.i%.i..‘f e i?fzEi:‘zgﬁ%z;%:‘zgﬁézfﬁi:‘m ?z;g:
COL4 0 ‘z‘*z* i ‘z‘fz* ToriH e o
..COLo E?&gé:‘zﬁ Ezséu ;1
...... ) T T
DQA80 l.:;',1,,_:{.5..%.%,.%).:;.',1 & .&l{..g.l it &l{ gflvg f:{ g Lo oo _""'z_>'¢"=
[Transaction a: RD] a0 = {Da,Ba,Ra} al = {Da,Ba,Cal} a2 = {Da,Ba,Ca2}
a3 = {Da,Ba,Ca3} ad ={Da,Ba,Ca4} a5 = {Da,Ba} |

Figure 14: Offsets for Alternate Precharge Mechanisms
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Read Transaction - Example

Figure 15 shows an example of a read transaction. It
begins by activating a bank with an ACT a0 command
in an ROWA packet. A time tgcp latera RD al
command is issued in a COLC packet. Note that the
ACT command includes the device, bank, and row
address (abbreviated as a0) while the RD command
includes device, bank, and column address (abbrevi-
ated as al). A time tcpc after the RD command the
read data dualoct Q(al) is returned by the device. Note
that the packets on the ROW and COL pins use the end
of the packet as a timing reference point, while the
packets on the DQA /DQB pins use the beginning of
the packet as a timing reference point.

A time t( after the first COLC packet on the COL pins
a second is issued. It contains a RD a2 command. The
a2 address has the same device and bank address as
the al address (and a0 address), but a different column
address. A time t-a ¢ after the second RD command a
second read data dualoct Q(a2) is returned by the
device.

Next, a PRER a3 command is issued in an ROWR
packet on the ROW pins. This causes the bank to
precharge so that a different row may be activated in a
subsequent transaction or so that an adjacent bank
may be activated. The a3 address includes the same

device and bank address as the a0, al, and a2
addresses. The PRER command must occur a time tgzg
or more after the original ACT command (the activa-
tion operation in any DRAM is destructive, and the
contents of the selected row must be restored from the
two associated sense amps of the bank during the tg5g
interval). The PRER command must also occur a time
trpp or more after the last RD command. Note that the
trpp value shown is greater than the trpp iy specifi-
cation in Table 22. This transaction example reads two
dualocts, but there is actually enough time to read
three dualocts before trpp becomes the limiting param-
eter rather than tgag. If four dualocts were read, the
packet with PRER would need to shift right (be
delayed) by one teycr g (note - this case is not shown).

Finally, an ACT b0 command is issued in an ROWR
packet on the ROW pins. The second ACT command
must occur a time tg or more after the first ACT
command and a time tgp or more after the PRER
command. This ensures that the bank and its associ-
ated sense amps are precharged. This example
assumes that the second transaction has the same
device and bank address as the first transaction, but a
different row address. Transaction b may not be started
until transaction a has finished. However, transactions
to other banks or other devices may be issued during
transaction a.

To Ty T, T3 Ty Ts Te Ty Tg To Tio Tog T12T13 Toa Trs T16Ta7 Tis Tro T2oTar Tao Tos TagTas Tas Tar L28Ts9 Tao Tar T32Ta3 Tas Tas T36Ta7 Tas Tag TyoTar Tar Taa TygTus Tug Tay
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Transaction a: RD = {Da,Ba,Ra} al={Da,Ba,Cal} | a2={DaBaCa2} | a3 ={Da,Ba} |
Transaction b: xx b0 ={Da,Ba,Rb}
Figure 15: Read Transaction Example
Page 20 Last Modified on 9/4/98



Direct RDRAM™ 128/144-Mbit (256Kx16/18x32s)

R

Write Transaction - Example

Figure 16 shows an example of a write transaction. It
begins by activating a bank with an ACT a0 command
in an ROWA packet. A time tpcp later a WR al
command is issued in a COLC packet. Note that the
ACT command includes the device, bank, and row
address (abbreviated as a0) while the WR command
includes device, bank, and column address (abbrevi-
ated as al). A time towp after the WR command the
write data dualoct D(al) is issued. Note that the
packets on the ROW and COL pins use the end of the
packet as a timing reference point, while the packets
on the DQA /DQB pins use the beginning of the packet
as a timing reference point.

A time tc( after the first COLC packet on the COL pins
a second COLC packet is issued. It contains a WR a2
command. The a2 address has the same device and
bank address as the al address (and a0 address), but a
different column address. A time teyp after the second
WR command a second write data dualoct D(a2) is
issued.

A time tgyrR after each WR command an optional
COLM packet MSK (al) is issued, and at the same time
a COLC packet is issued causing the write buffer to
automatically retire. See Figure 17 for more detail on
the write/retire mechanism. If a COLM packet is not
used, all data bytes are unconditionally written. If the
COLC packet which causes the write buffer to retire is

delayed, then the COLM packet (if used) must also be
delayed.

Next, a PRER a3 command is issued in an ROWR
packet on the ROW pins. This causes the bank to
precharge so that a different row may be activated in a
subsequent transaction or so that an adjacent bank
may be activated. The a3 address includes the same
device and bank address as the a0, al, and a2
addresses. The PRER command must occur a time tgzg
or more after the original ACT command (the activa-
tion operation in any DRAM is destructive, and the
contents of the selected row must be restored from the
two associated sense amps of the bank during the tgag
interval).

A PRER a3 command is issued in an ROWR packet on
the ROW pins. The PRER command must occur a time
tgrp or more after the last COLC which causes an auto-
matic retire.

Finally, an ACT b0 command is issued in an ROWR
packet on the ROW pins. The second ACT command
must occur a time tyc or more after the first ACT
command and a time tgp or more after the PRER
command. This ensures that the bank and its associ-
ated sense amps are precharged. This example
assumes that the second transaction has the same
device and bank address as the first transaction, but a
different row address. Transaction b may not be started
until transaction a has finished. However, transactions
to other banks or other devices may be issued during
transaction a.

To Ty T, T3 Ty Ts Te Ty Tg To Tio Tog T12T13 Toa Trs T16Ta7 Tis Tro T2oTar Tao Tos TagTas Tas Tar L28Ts9 Tao Tar T32Ta3 Tas Tas T36Ta7 Tas Tag TyoTar Tar Taa TygTus Tug Tay
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Transaction a: WR = {Da,Ba,Ra} al = {Da,Ba,Cal} | ={Da,Ba,Ca2} | a3 ={Da,Ba} |

Transaction b: xx b0 ={Da,Ba,Rb}

Figure 16: Write Transaction Example
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Write/Retire - Examples

The process of writing a dualoct into a sense amp of an
RDRAM bank occurs in two steps. The first step
consists of transporting the write command, write
address, and write data into the write buffer. The
second step happens when the RDRAM automatically
retires the write buffer (with an optional bytemask)
into the sense amp. This two-step write process
reduces the natural turn-around delay due to the
internal bidirectional data pins.

Figure 17 (left) shows an example of this two step
process. The first COLC packet contains the WR
command and an address specifying device, bank and
column. The write data dualoct follows a time tewp
later. This information is loaded into the write buffer of

To Ty T, T3 Ty Ts Te T; Tg T Tyo Tyy T12Ty3 Ty T

CTM/CFEM L[ ELELELEL L L L L L

A
: Retire is automatic here unless
.

ROW2 ROW2
.ROWO0O . .ROWO

COL4 WRal f;ﬁig:{zﬁz refire (a1) m ;{zfz COL4
..COL0 WALLAMSKGDRIL AL .COLO

R il i B
DQAS..0 iy T D@ VY it DQAS..0
DQB8..0 iaugiiézs az!;i,%%}z . a’a%fi . Ia . Ezs DQBS..0
< tcwp

[ Transaction a: WR | al={Da,Ba,Cal} |

the specified device. The COLC packet which follows a
time tgrR later will retire the write buffer. The retire
will happen automatically unless (1) a COLC packet is
not framed (no COLC packet is present and the S bit is
zero), or (2) the COLC packet contains a RD command
to the same device. If the retire does not take place at
time tgpyR after the original WR command, then the
device continues to frame COLC packets, looking for
the first that is not a RD directed to itself. A bytemask
MSK(al) may be supplied in a COLM packet aligned
with the COLC that retires the write buffer at time tzg
after the WR command.

The memory controller must be aware of this two-step
write/retire process. Controller performance can be
improved, but only if the controller design accounts
for several side effects.

To Ty T, T3 Ty Ts Tg T; Tg To Typ Tug T12Trs Tag Trs T1gT17 Tis Trg TagTar Tz Toa
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al={Da,Ba,Cal}
bl={Da,Ba,Cal}
cl={Da,Ba,Cal}

Transaction a: WR
Transaction b: RD
Transaction c: RD

Figure 17: Normal Retire (left) and Retire/Read Ordering (right)

Figure 17 (right) shows the first of these side effects.
The first COLC packet has a WR command which
loads the address and data into the write buffer. The
third COLC causes an automatic retire of the write
buffer to the sense amp. The second and fourth COLC
packets (which bracket the retire packet) contain RD
commands with the same device, bank and column
address as the original WR command. In other words,
the same dualoct address that is written is read both
before and after it is actually retired. The first RD
returns the old dualoct value from the sense amp
before it is overwritten. The second RD returns the
new dualoct value that was just written.

Figure 18 (left) shows the result of performing a RD
command to the same device in the same COLC packet
slot that would normally be used for the retire opera-

tion. The read may be to any bank and column
address; all that matters is that it is to the same device
as the WR command. The retire operation and
MSK(al) will be delayed by a time tpp gt as a result.
If the RD command used the same bank and column
address as the WR command, the old data from the
sense amp would be returned. If many RD commands
to the same device were issued instead of the single
one that is shown, then the retire operation would be
held off an arbitrarily long time. However, once a RD
to another device or a WR or NOCOP to any device is
issued, the retire will take place. Figure 18 (right) illus-
trates a situation in which the controller wants to issue
a WR-WR-RD COLC packet sequence, with all
commands addressed to the same device, but
addressed to any combination of banks and columns.
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Write/Retire Examples - continued

The RD will prevent a retire of the first WR from auto-
matically happening. But the first dualoct D(al) in the
write buffer will be overwritten by the second WR

dualoct D(b1) if the RD command is issued in the third

To T1 Tz Ts T4 Ts Ts T7 Ts Tq Tm TuleTls T14 T15 T16T17 TIB T19 Ton

CTMKTMWHHHWHWHHHHHHHHHWHWHWHCTMKTMWHHHWHHHWHHHWHWHWHWﬂlﬁ

vyl
The retire operation for a write can be
held off by a read to the same device
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al={Da,Ba,Cal}
bl={Da,Bb,Cb1}

Transaction a: WR
Transaction b: RD

v ROW2
o [ tcac I
RD b1 i1y COL4 WRal

6 DQAS..0 Hf i
L. DQBS..O L3

COLC packet. Therefore, it is required in this situation
that the controller issue a NOCOP command in the
third COLC packet, delaying the RD command by a
time of tpp kgt This situation is explicitly shown in
Table 12 for the cases in which tcepgr Ay is equal to

tRTR-

To T1 Tz Ts T4 Ts Ts T7 Ts To Tm T11T12T13 T14 T15 T16T17 TIB T19 Tzo

vyvvyvvivvy|
1 The controller must insert a NOCOP to retire (al)

' to make room for the data (b1) in the srite buffer '
3
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Transaction a: WR
Transaction b: WR
Transaction c: RD

[ s S s

al={Da,Ba,Cal}
b1={Da,Bb,Cb1}
cl={Da,Bc,Ccl}

Figure 18: Retire Held Off by Read (left) and Controller Forces WWR Gap (right)

Figure 19 shows a possible result when a retire is held
off for a long time (an extended version of Figure 18-
left). After a WR command, a series of six RD
commands are issued to the same device (but to any
combination of bank and column addresses). In the
meantime, the bank Ba to which the WR command
was originally directed is precharged, and a different
row Rc is activated. When the retire is automatically
performed, it is made to this new row, since the write

buffer only contains the bank and column address, not
the row address. The controller can insure that this
doesn’t happen by never precharging a bank with an
unretired write buffer. Note that in a system with more
than one RDRAM, there will never be more than two
RDRAMSs with unretired write buffers. This is because
a WR command issued to one device automatically
retires the write buffers of all other devices written a
time tgrR before or earlier.

T() Tl Tz Ts T4 Ts Ts T7 Ts T9 Tlo Ty T12T13 T14 T15 T16T17 Tls T19 T20T21 Ta TL% T24T25 Tzs T27T28T29 Tso Tsl T32T33 T34 Tss T36T37 Tas Tse T40T41 T42 T45T44T45 T46 T47
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COL4 zi?“ﬁ“g’”ﬂ"g i?“- 'ﬁ‘ WR a1 g’%’”‘ RDDb1L | RDb2 | RDb3 Y. %D bt | RD 65 | RD b6 Jretire Gl

..COL0 U AR AR MSK @D } ¢ kuaf
BUEEant Tamcund ThEuss-odeRessasannnnnesaa il

DQAS8.0 i} ”*X '”*}“‘f“”‘y% yﬂ’f E: ”‘ﬁ"‘} D (aD i@”j{“' gen [ oo Vo [ o6 | owm

DQB8..0 (} ?m; ng 'ﬁ; ﬂzjﬁj ;i :ZEJ : uﬁy : al Eiﬂzj 'ﬁ; .

< tcwp P k—tCAC—P
Transaction a: WR = {Da,Ba,Ra} al ={Da,Ba,Cal} = {Da,Ba} WARNING
tansaction b: RD = {Da,Bb,Cb1} b2 = {Da,Bb,Cb2} b3= {Da,Bb,Cb3} This sequence is hazardous
= {Da,Bb,Cb4} b5 = {Da,Bb,Cb5} = {Da,Bb,Cb6} and must be used with caution
[Transaction c: WR c0 ={Da,Ba,Rc}

Figure 19: Retire Held Off by Reads to Same Device, Write Buffer Retired to New Row
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Interleaved Write - Example

Figure 20 shows an example of an interleaved write
transaction. Transactions similar to the one presented
in Figure 16 are directed to non-adjacent banks of a
single RDRAM. This allows a new transaction to be
issued once every tgy interval rather than once every
trc interval (four times more often). The DQ data pin
efficiency is 100% with this sequence.

With two dualocts of data written per transaction, the
COL, DQA, and DQB pins are fully utilized. Banks are
precharged using the WRA autoprecharge option

rather than the PRER command in an ROWR packet on
the ROW pins.

In this example, the first transaction is directed to
device Da and bank Ba. The next three transactions are
directed to the same device Da, but need to use
different, non-adjacent banks Bb, Bc, Bd so there is no
bank conflict. The fifth transaction could be redirected
back to bank Ba without interference, since the first
transaction would have completed by then (ty has
elapsed). Each transaction may use any value of row
address (Ra, Rb, ..) and column address (Cal, Ca2,
Chb1, Cb2, ...).

To T1 Tz Ts T4 Ts Ts T7 Ts Tq Tm Tn T12T13 T14 T15 T16T17 TIB T19 T20T21 T T;.% T24T25 Tzs T27T28T29 Tso T31 T32T33 T34 Tss T36T37 Tzs Tse T40T41 T42 T45T44T45 T4s T47
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COL4 WRzl §WRAz2 ] WRal TWRAa2T WRb1 TwrRAB2T WRad TWRA2T wrRdl T wrdz T wRet T wWRe

..COLO MSK (y1) gMSK (y2) g MSK (z1) § MSK (z2) g MSK (al) g MSK (a2) §MSK (b1) iMSK (b2) § MSK (c1) § MSK (c2) gMSK (d1) gMSK (d
IIIIIIII:IIII4-.—tCWD-.->IIII:IIIIIIIIIIIIIII:IIIIIII;

DQAS..0 D2 D1 § D@2) D(zl) D(zZ) D (al) D (a2) D (b1) . D (b2 D(cD) D (2 D (d1)

DQBS..0

Transaction y: WR [ v0 ={Da,Ba+4,Ry} [ v1={Da,Ba+4,Cyl} | y2={Da,Ba+4,Cy2} v3 ={Da,Ba+4}
Transaction z: WR 20 = {Da,Ba+6,Rz} z1 ={Da,Ba+6,Cz1} z2={Da,Ba+6,Cz2} 23 = {Da,Ba+6}
Transaction a: WR = {Da,Ba,Ra} ={Da,Ba,Cal} a2={Da,Ba,Ca2} = {Da,Ba}

Transaction b: WR | b0 ={Da,Ba+2,Rb} | bl ={DaBa+2,Cbl} [ b2={Da,Ba+2,Cb2} b3 ={Da,Ba+2}
Transaction c: WR c0 ={Da,Ba+4,Rc} cl ={Da,Ba+4,Ccl} 2= {Da,Ba+4,Cc2} c3 ={Da,Ba+4}
Transaction d: WR | d0 ={Da,Ba+6,Rd} | d1={DaBa+6,Cdl} [ d2={Da,Ba+6,Cd2} d3 = {Da,Ba+6}
Transaction e: WR = {Da,Ba,Re} = {Da,Ba,Cel} e2={Da,Ba,Ce2} = {Da,Ba}

Transaction f: WR {0 = {Da,Ba+2,Rf} f1 = {Da,Ba+2,Cf1} 2= {Da,Ba+2,Cf2} = {Da,Ba+2}

Figure 20: Interleaved Write Transaction with Two Dualoct Data Length

Interleaved Read - Example

Figure 21 shows an example of interleaved read trans-
actions. Transactions similar to the one presented in
Figure 15 are directed to non-adjacent banks of a single
RDRAM. The address sequence is identical to the one
used in the previous write example. The DQ data pins
efficiency is also 100%. The only difference with the
write example (aside from the use of the RD command
rather than the WR command) is the use of the PREX
command in a COLX packet to precharge the banks
rather than the RDA command. This is done because
the PREX is available for a readtransaction but is not
available for a masked write transaction.

Interleaved RRWW - Example

Figure 22 shows a steady-state sequence of 2-dualoct
RD/RD/WR/WR.. transactions directed to non-adja-

cent banks of a single RDRAM. This is similar to the
interleaved write and read examples in Figure 20 and
Figure 21 except that bubble cycles need to be inserted
by the controller at read /write boundaries. The DQ
data pin efficiency for the example in Figure 22 is
32/38 or 84%. If there were more RDRAMSs on the
Channel, the DQ pin efficiency would approach 32/34
or 94% for the two-dualoct RRWW sequence (this case
is not shown).

In Figure 22, the first bubble type t-gyp; is inserted by
the controller between a RD and WR command on the
COL pins. This bubble accounts for the round-trip
propagation delay that is seen by read data, and is
explained in detail in Figure 4. This bubble appears on
the DQA and DQB pins as tpgyp between a write data
dualoct D and read data dualoct Q. This bubble also
appears on the ROW pins as tggyp;-
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Voo T T T T T T Transactlonecan use the
o T/ tRC T .+ 1 1+ 1 1 Psame bank as transaction a
ROW2 T ACTa0 ViV T AcTeo VYT AcT oo VYT ACT 0 T AC T AT LR
.ROW0 ga?z ; I uﬁggz?ﬁ & i;gfzéz ; i;gi..a? L i ¥ i;g:g%;’ é?ﬁia;gi,.
Cr o E—tRep = tRRH!I!!!!!!!!
COlL4 RD z1 RD 22 RD al RDa2 § RDb1 § RDb2 RD cl RD d1 RDd2 RD el RD &2
.COLO PREX y3 PREX 23 PREX a3 PREX 3 PREX ¢
T e e I
DQAS..0 Q62) Q1) Qy2) Qe Q2 Q @l Q (2 Qb ¥ Qb2 Q (D Q2 Q1
DQBS..0

v3 ={Da,Ba+4}

23 = {Da,Ba+6}
a3 = {Da,Ba}

b3 ={Da,Ba+2}

c3 ={Da,Ba+4}

d3 = {Da,Ba+6}
= {Da,Ba}

= {Da,Ba+2}

vl ={DaBa+4,Cy1} | y2={Da,Ba+4,Cy2}
z1 ={Da,Ba+6,Cz1} z2={Da,Ba+6,Cz2}
Transaction a: RD = {Da,Ba,Ra} ={Da,Ba,Cal} a2={Da,Ba,Ca2}
Transaction b: RD | b0 ={Da,Ba+2,Rb} | bl ={DaBa+2,Cb1} [ b2={Da,Ba+2,Cb2}
Transaction c: RD c0 ={Da,Ba+4,Rc} cl ={Da,Ba+4,Ccl} 2= {Da,Ba+4,Cc2}
Transaction d: RD | d0={Da,Ba+6,Rd} | d1={DaBa+6,Cd1} [ d2={Da,Ba+6,Cd2}
Transaction e: RD = {Da,Ba,Re} ={Da,Ba,Cel} e2={Da,Ba,Ce2}
Transaction f: RD f0 = {Da,Ba+2,Rf} f1 ={Da,Ba+2,Cf1} 2= {Da,Ba+2,Cf2}

y0 = {Da,Ba+4,Ry}
20 = {Da,Ba+6,Rz}

Transaction y: RD
Transaction z: RD

Figure 21: Interleaved Read Transaction with Two Dualoct Data Length

The second bubble type tcgypo is inserted (as a
NOCOP command) by the controller between a WR
and RD command on the COL pins when there is a
WR-WR-RD sequence to the same device. This bubble
enables write data to be retired from the write buffer
without being lost, and is explained in detail in

Figure 18. There would be no bubble if address c0 and
address dO were directed to different devices. This
bubble appears on the DQA and DQB pins as tppyp)
between a write data dualoct D and read data dualoct
Q. This bubble also appears on the ROW pins as

tRBUB2-
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ROW2 ; T actio E sz ‘% ACT cD E;?‘E’g‘ Y if“”;{?ig‘g ‘% ACT do Ea?‘g’g A‘%Teo %f‘
.ROWO0 MR RRAGE A Bhiik L
Vo 1%) tcpupl 1 b e—tcBuB2—p 1
COL4 RDa2 Ji¥Y] WRb1 Y WRAD2 WRA 2 Y NOCOP Y NOCOP § RDd0
.COLO PREX 23 hﬁu MSK (y2) | PREX a3 §MSK (b1) JMSK (b2) | MSK (c1) f MSK (c2)
T I P N L D O T L L O L
topus: [€P) ‘"—tDBUBz“*:::':::':::':::':::':::':"*DBUBI‘*"'
DQAS8..0 D42 f"’ﬁ-"‘g jg”‘“ﬁ”%:g z:; ”2”3 QD [ 02 YT o@) Y 0@ Y Db Y Do | Ded | D@ g” ""{‘
DQBS"O S o z.;L it z.;LA, g}j JJ
Transactlonv WR v0 = {Da,Ba+4,Ry} | vl ={Da,Ba+4,Cyl y2={Da,Ba+4,Cy2 {Da,Ba+4
Transaction z: RD z0 = {Da,Ba+6,Rz} z1 = {Da,Ba+6,Cz1 z2={Da,Ba+6,Cz2 = {Da,Ba+6
Transaction a: RD = {Da,Ba,Ra} al ={Da,Ba,Cal} a2={Da,Ba,Ca2} a3 ={Da,Ba}
Transaction b: WR | b0 ={Da,Ba+2,Rb} | bl ={Da,Ba+2,Cb1} [ b2={Da,Ba+2,Cb2} b3 ={Da,Ba+2}
Transaction c: WR = {Da,Ba+4,Rc} cl ={Da,Ba+4,Ccl} 2= {Da,Ba+4,Cc2} = {Da,Ba+4}
Transaction d: RD d0 = {Da,Ba+6,Rd} d1 = {Da,Ba+6,Cd1} | d2={Da,Ba+6,Cd2} d3 = {Da,Ba+6}
Transaction e: RD = {Da,Ba,Re} el ={Da,Ba,Cel} e2={Da,Ba,Ce2} e3 ={Da,Ba}
Transaction f: WR = {Da,Ba+2,Rf} f1 = {Da,Ba+2,Cf1} 2= {Da,Ba+2,Cf2} = {Da,Ba+2}

Figure 22: Interleaved RRWW Sequence with Two Dualoct Data Length

Advance Information
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Control Register Transactions

The RDRAM has two CMOS input pins SCK and CMD
and two CMOS input/output pins SIO0 and SIO1.
These provide serial access to a set of control registers
in the RDRAM. These control registers provide config-
uration information to the controller during the initial-
ization process. They also allow an application to select
the appropriate operating mode of the RDRAM.

SCK (serial clock) and CMD (command) are driven by
the controller to all RDRAMSs in parallel. SIO0 and
SIO1 are connected (in a daisy chain fashion) from one
RDRAM to the next. In normal operation, the data on
SIO0 is repeated on SIO1, which connects to SIO0 of
the next RDRAM (the data is repeated from SIO1 to
SIOO0 for a read data packet). The controller connects to
SIOO0 of the first RDRAM.

sck T T2 T3 Ts2 o Te
4] & £ & £ £ 4 £ £ &£ £ & £ £ LA 4 LA & L LA AL LA L L L LA AL L £ LA £ ﬂfﬂfﬂ:ﬂ:ﬂfﬂfﬂ:ﬂ:ﬂfﬂfﬂ:ﬂﬂﬂﬂﬂnﬂnﬂ:ﬂfﬂi1
LR AR EARAEREARARARARARARARARARARRRRR MR
CMD next transaction |¢——
100 00000000.,.00000000 00000000.,.00000000 00000000.,.00000000 00000000.,.00000000 1m §§
W IR JEEE 0
S100
S g ' s e e 1
vy SRQ - SWR command SA sD SINT i
AL . . LWAAAT 0
N : ! Each packet is repeated |
S101 from SIO0 to SIO1 | ’
(il SRQ : SWR command S sA sD . ' 'SINT ! 3{ ;
A & S R I —_— —— 0

Figure 23: Serial Write (SWR) Transaction to Control Register

Write and read transactions are each composed of four
packets, as shown in Figure 23 and Figure 24. Each
packet consists of 16 bits, as summarized in Table 14
and Table 15. The packet bits are sampled on the
falling edge of SCK. A transaction begins with a SRQ
(Serial Request) packet. This packet is framed with a
11110000 pattern on the CMD input (note that the
CMD bits are sampled on both the falling edge and the
rising edge of SCK). The SRQ packet contains the
SOP3..50P0 (Serial Opcode) field, which selects the
transaction type. The SDEV4..SDEVO0 (Serial Device
address) selects one of the 32 RDRAMSs. If SBC (Serial
Broadcast) is set, then all RDRAMSs are selected. The

SA (Serial Address) packet contains a 12 bit address for
selecting a control register.

A write transaction has a SD (Serial Data) packet next.
This contains 16 bits of data that is written into the
selected control register. A SINT (Serial Interval)
packet is last, providing some delay for any side-
effects to take place. A read transaction has a SINT
packet, then a SD packet. This provides delay for the
selected RDRAM to access the control register. The SD
read data packet travels in the opposite direction
(towards the controller) from the other packet types.
The SCK cycle time will accomodate the total delay.

sck  Ta Tag LEY; Tsp o Tes
000000000
CMD~ ‘ neixt tﬁansactiqn .

i 1:1:1i ()0 00000000...00000000 00000000...00000000 00000000...00000000 00000000...00000000

I addressed RDRAM drives controller drives

S100 0/SD15..5D0/0 on SI00 0onSIO0

A : i i wit i 1
iiid SRQ - SRD.command SA SINT O, 8D 0
LAAAL ‘ ‘ by by gt EE P RY
S';I Oi ' | First 3 packets are repeated! } no\l’ha{ldres;‘&mél}AMs pass i

‘ from S100 to SIO1 i 0/SD15..300/0 froth ST fo SIO0 ;
33‘”"2;”23"35 : R P T T T —— N <:\,\‘g%23«“ T T fa¥al 1
: ‘SRQ-SRD command | SA SINT 0 sp. . wfo) f
Figure 24: Serial Read (SRD) Transaction Control Register
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Control Register Packets

Ty Tz

Table 14 summarizes the formats of the four packet e nnnnnnnnnRnnunnnnkEnnnnnh 1
types for control register transactions. Table 15 J J J J J J J J J J J J 0
summarizes the fields that are used within the packets. L
Figure 25 shows the transaction format for the SETR, CMD é_mll 0003 00000000...00000000 i }3 § }3’ 0
CLRR, and SETF commands. These transactions

consist of a single SRQ packet, rather than four packets ETEYY s 1
like the SWR and SRD commands. The same framing SI00 {14 siu SRQ packet - SETRICLRR/SETE | ,}:}z Moo
sequence on the CMD input is used, however. These Tl;:ﬂﬁglig;isesﬁeg;ed

commands are used during initialization prior to any sior LVVY r ; ;;"ts 1
control register read or write transactions. LA ;gz,j%lu SRQ pafket SEiméLRI?/SE?F A

Figure 25: SETR, CLRR,SETF Transaction

Table 14: Control Register Packet Formats

SCK SIO0 or SIO0 or SI100 or SIO0 or SCK SIO0 or SI100 or SI100 or SIOO0 or

Cycle SIo1 SIo1 S101 SIo1 Cycle SIo1 S101 S101 SIO1
for SRQ for SA for SINT for SD for SRQ for SA for SINT for SD

0 rsrv rsrv 0 SD15 8 SOP1 SA7 0 sD7

1 rsrv rsrv 0 SD14 9 SOP0 SA6 0 SDé

2 rsrv rsrv 0 SD13 10 SBC SA5 0 SD5

3 rsrv rsrv 0 SD12 11 SDEV4 SA4 0 SD4

4 rsrv SAT1 0 sD11 12 SDEV3 SA3 0 SD3

5 SDEV5 SA10 0 SD10 13 SDEV2 SA2 0 SD2

6 SOP3 SA9 0 SD9 14 SDEV1 SA1 0 SD1

7 SOP2 SA8 0 SD8 15 SDEV0 SA0 0 SDO

Table 15: Field Description for Control Register Packets

Field Description

rsrv Reserved. Should be driven as “0” by controller.

SOP3..50P0 0000 - SRD. Serial read of control register {SA11..5A0} of RDRAM {SDEV5..SDEV0}.

0001 - SWR. Serial write of control register {SA11..SA0} of RDRAM {SDEV5..SDEVO0}.

0010 - SETR. Set Reset bit, all control registers assume their reset values.? 16 tgcycp g delay until CLRR command.

0100 - SETF. Set fast (normal) clock mode.

1011 - CLRR. Clear Reset bit, all control registers retain their reset values.? 4 tg-ycy g delay until next command.

1111 - NOP. No serial operation.

0011, 0101-1010, 1100-1110 - RSRV. Reserved encodings.

SDEV5..SDEV(

Serial device. Compared to SDEVID5..SDEVIDO field of INIT control register field to select the RDRAM to which the
transaction is directed.

SBC Serial broadcast. When set, RDRAMSs ignore {SDEV5..SDEV0} for RDRAM selection.
SA11..5A0 Serial address. Selects which control register of the selected RDRAM is read or written.
SD15..5D0 Serial data. The 16 bits of data written to or read from the selected control register of the selected RDRAM.

a. The SETR and CLRR commands must always be applied in two successive transactions to RDRAMs; i.e. they may not be used in isolation. This is called “SETR/CLRR Reset”.

Advance Information
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Initialization
T, Ty6
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S | RA AR AR AR ARERE
0
; — - 5 g‘gg 5t 1
CMD [1100) 00000000...00000000 i i
i B
£ar ey AT 1
SI00 | }{ ; 0000000000000000 1
EEE dolir 0
The packet is repeated
from SIOO0 to SIO1
et Tata o |
e £y
8101 | | 0000000000000000 t
LA — LARAY g

Figure 26: SIO Reset Sequence

Initialization refers to the process that a controller
must go through after power is applied to the system
or the system is reset. The controller prepares the
RDRAM sub-system for normal Channel operation by
using a sequence of control register transactions on the
serial CMOS pins.

The first step in this sequence is to assign unique serial
device addresses to all the RDRAMSs. This is done with
Algorithm InitDev, shown in the opposite column. The
controller assumes that there are no more that “N”
RDRAMS on the Channel (the Channel maximum is
32, but some applications may have a lower limit).

First, the SIO0 and SIO1 pin directionality is estab-
lished with the sequence in step 1. The controller then
resets all RDRAMs, using broadcast SETR and CLRR
commands (steps 2,3,4) with a delay in between (this is
also called SIO Reset). In step 5, a SETF command
establishs the normal clock frequency. See Figure 25 for
the format of SETR, CLRR, and SETF transactions. In
step 6 the SIO0-to-SIO1 link is broken in all RDRAMs,
so the controller is only talking to the first RDRAM.
Also, the SDEVID field is set to its maximum value.
Next, the loop index INDX is initialized (step 7). In
step 8, the SDEVID field is loaded with the INDX
value, and the SRP bit is set so the next RDRAM
becomes accessible. In step 9, the INDX value is incre-
mented, and in step 10, steps 8 and 9 are repeated for
the remaining RDRAMs.

Finally, it will be necessary for the controller to force a
200us pause interval to allow the RDRAM core timing
circuits to stabilize. All banks of all RDRAMSs must also
be accessed twice. An access is an activate (ACT) and a

precharge (PRE) command. This may be accomplished
with the refresh commands.

At this point, Algorithm InitDev is complete and all
RDRAMSs have a unique device address SDEVID5..0
for control register transactions. Note that the SDEVID
address value of an RDRAM indicates its position in
the daisy-chained CMOS serial pins. This will not
necessarily be the same value as the DEVID register
which is used for memory transactions. The next steps
taken by the controller will vary depending upon the
application, so only a rough outline can be given here.

Algorithm InitDev: Assign SDEVID Device Addresses

1. Issue SIO Pin Initialization sequence (see Figure 26).

2. Issue one SETR transaction:
® SOP3..50P0 = 0010 (SETR command)
e SBC =1 (Broadcast)
e SDEV5..SDEV0 = 000000 (don’t care).

3. Wait 16 SCK cycles.

4.  Issue one CLRR transaction:
e SOP3..50P0 = 0011 (CLRR command)
e SBC =1 (Broadcast)
e SDEV5..SDEV0 = 000000 (don’t care).

5. Wait 4 SCK cycles.

6. Issue one SETF transaction:
e SOP3..50P0 = 0100 (SETF command)
e SBC =1 (Broadcast)
e SDEV5..SDEV0 = 000000 (don’t care).

7.  Issue one register write transaction:
* SOP3..50P0 = 0001 (SWR command)
e SBC =1 (broadcast)
* SDEV5..SDEV0 = 000000 (don't care).
* SA11..SA0 = 0214 (INIT control register).
* 5D15..SD0 = 401f; (SRP<=0, SDEVID<=3f).

8. Set INDX5..INDX0 to 000000,. INDX is a counter in the
Controller which acts as a loop index.

9.  Issue one register write transaction (SRP<=1, SDEVID<=INDX):
e SOP3..50P0 = 0001 (SWR command)
® SBC = 0 (non-broadcast)
*SDEV5..SDEVO0 = 111111.
* SA11..SA0 = 0214 (INIT control register).
* SD15..SD0 = {05, INDX5, 000001005, INDX4..INDX0}.

10. Increment INDX5..INDXO.
11.  Repeat Steps (8) and (9) an additional (N-1) times.

12, tppysg delay, then tppnxa+t tppnxg delay (to allow DLLs to
lock), then access all banks twice (i.e. 32xREFA /REFP).
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Initialization (continued)

In essence, the controller must read all the read-only
configuration registers of all RDRAMSs, it must process
this information, and then it must write all the read-
write registers to place the RDRAMs into the proper
operating mode. The most important of these read-
write registers are DEVID (the device address for
memory transactions) and TRDLY (which sets the
delay value for memory read data).

This page is reserved for further initialization detail
when that information becomes available.

Advance Information
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Control Register Summary

Table 16 summarizes the RDRAM control registers.
Detail is provided for each control register in Figure 27
through Figure 43. Read-only bits which are shaded
gray are unused and return zero. Read-write bits
which are shaded gray are reserved and should always
be written with zero. The RIMM SPD Application Note

(DL-0054) describes additional read-only configuration
registers which are present on Direct RIMMs.

The state of the register fields are potentially affected
by the IO Reset operation or the SETR/CLRR opera-
tion. This is indicated in the text accompanying each
register diagram.

Table 16: Control Register Summary

SA11..SA0 | Register Field read-write/ read-only | Description
02144 INIT SDEVID read-write, 6 bits Serial device ID. Device address for control register read /write.
PSX read-write, 1 bit Power select exit. PDN/NAP exit with device addr on DQAS5..0.
SRP read-write, 1 bit SIO repeater. Used to initialize RDRAM.
NSR read-write, 1 bit NAP self-refresh. Enables self-refresh in NAP mode.
PSR read-write, 1 bit PDN self-refresh. Enables self-refresh in PDN mode.
LSR read-write, 1 bit Low power self-refresh. Enables low power self-refresh.
TEN read-write, 1 bit Temperature sensing enable. Enables low power self-refresh.
TSQ read-write, 1 bit Temperature sensing output. Enables low power self-refresh.
DIS read-write, 1 bit RDRAM disable.
02244 TEST34 TEST34 read-write, 16 bits Test register. Do not read or write after SIO reset.
0234 CNFGA REFBIT read-only, 3 bit Refresh bank bits. Used for multi-bank refresh.
DBL read-only, 1 bit Double. Specifies doubled-bank architecture
MVER read-only, 6 bit Manufacturer version. Manufacturer identification number.
PVER read-only, 6 bit Protocol version. Specifies version of Direct protocol supported.
02444 CNFGB BYT read-only, 1 bit Byte. Specifies an 8-bit or 9-bit byte size.
DEVTYP read-only, 3 bit Device type. Device can be RDRAM or some other device category.
CORG read-only, 6 bit Core organization. Bank, row, column address field sizes.
SVER read-only, 6 bit Stepping version. Mask version number.
0404 DEVID DEVID read-write, 5 bits Device ID. Device address for memory read /write.
04144 REFB REFB read-write, 4 bits Refresh bank. Next bank to be refreshed by self-refresh.
0424 REFR REFR read-write, 9 bits Refresh row. Next row to be refreshed by REFA, self-refresh.
0434 CCA CCA read-write, 7 bits Current control A. Controls Iy, output current for DQA.
ASYMA read-write, 2 bits Asymmetry control. Controls asymmetry of Vo /V oy swing for DQA.
0444 CCB CCB read-write, 7 bits Current control B. Controls Iy, output current for DQB.
ASYMB read-write, 2 bits Asymmetry control. Controls asymmetry of Vg /V oy swing for DQB.
0454 NAPX NAPXA read-write, 5 bits NAP exit. Specifies length of NAP exit phase A.
NAPX read-write, 5 bits NAP exit. Specifies length of NAP exit phase A + phase B.
DQS read-write, 1 bits DQ select. Selects CMD framing for NAP/PDN exit.
04644 PDNXA PDNXA read-write, 13 bits PDN exit. Specifies length of PDN exit phase A.
0474 PDNX PDNX read-write, 13 bits PDN exit. Specifies length of PDN exit phase A + phase B.
0486 TPARM TCAS read-write, 2 bits tcas.c core parameter. Determines toppp datasheet parameter.
TCLS read-write, 2 bits tcLs.c core parameter. Determines tcac and toppp parameters.
TCDLY0 read-write, 3 bits tepLyo-c core parameter. Programmable delay for read data.
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Table 16: Control Register Summary

SA11..SA0 | Register Field read-write/ read-only | Description

0494 TFRM TFRM read-write, 4 bits tpr-c core parameter. Determines ROW-COL packet framing interval.
0daqg TCDLY1 TCDLY1 read-write, 3 bits tepLy1.c core parameter. Programmable delay for read data.

0dcqg TCYCLE TCYCLE read-write, 14 bits tcycpg datasheet parameter. Specifies cycle time in 64ps units.

04bq¢_ TEST75 TEST75 read-write, 16 bits Test register. Do not read or write after SIO reset.

04d¢. TEST77 TEST77 read-write, 16 bits Test register. Write with zero after SIO reset.

Odeqq. TEST78 TEST78 read-write, 16 bits Test register. Do not read or write after SIO reset.

04£14. TEST79 TEST79 read-write, 16 bits Test register. Do not read or write after SIO reset.

0804¢ - Off 1 | reserved reserved vendor-specific Vendor-specific test registers. Do not read or write after SIO reset.

Advance Information
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Control Register: INIT

Address: 02144

Read/write register.

Reset values are undefined except as affected by SIO Reset as

15 14 13 12 11 10 9 8 7

6 5

4 3 2 1 0

SDEVIDA4..SDEVIDO

noted below. SETR/CLRR Reset does not affect this register.

SDEVID5..0 - Serial Device Identification. Compared to SDEV5..0
serial address field of serial request packet for register read /write
transactions. This determines which RDRAM is selected for the

L PSX-Power Exit Select. PDN and NAP are exited with (=0) or without (=1) a device
address on the DQAS5..0 pins.

— SRP - SIO Repeater. Controls value on SIO1; SIO1=SIO0 if SRP=1, SIO1=1 if SRP=0. SRP

.
L

resets to 1.

L p NAP Self-Refresh. NSR=1 enables self-refresh in NAP mode. NSR resets to 0.
———P PDN Self-Refresh. PSR=1 enables self-refresh in PDN mode. PSR resets to 0.

Low Power Self-Refresh. LSR=1 enables longer self-refresh interval. The self-refresh
supply current is reduced. LSR resets to 0.

Temperature Sensing Enable. TEN=1 enables temperature sensing circuitry, permitting the
TSQ bit to be read to determine if a thermal trip point has been exceeded. TEN resets to 0.

Temperature Sensing Output. TSQ=1 when a temperature trip point has been exceeded,
TSQ=0 when it has not. TSQ is available during a current control operation (see Figure 50).

RDRAM Disable. DIS=1 causes RDRAM to ignore NAP/PDN exit sequence, DIS=0
permits normal operation. This mechanism disables an RDRAM. DIS resets to 0.

P register read or write operation. SDEVID resets to 3f¢.

Figure 27: INIT Register

Control Register: CNFGA

Address: 02344

Read-only register.

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

PVERS5..0

= 000001

REFBIT2..0
=000

LI » refresh in future RDRAMSs.

|
\—b DBL - Doubled-Bank. DBL=1 means the device uses a

REFBIT2..0 - Refresh Bank Bits. Specifies the number
of high order bank address bits to be ignored during
REFA and REFP commands. Permits multi-bank

doubled-bank architecture with adjacent-bank depen-
dency. DBL=0 means no dependency.

MVERS..0 - Manufacturer Version. Specifies the

v

manufacturer identification number.

PVERS5..0 - Protocol Version. Specifies the Direct

v

Protocol version used by this device:

0 - Compliant with version 0.62 and ECO1-ECO18.
1 - Compliant with version 0.7 and ECO1-ECO38.
2 to 63 - Reserved

Figure 28:

CNFGA Register
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Control Register: CNFGB Address: 02444 Read-only register.

14131211109 8 7 6 54 3 210 BYT - Byte width. B=1 means the device reads and
SVER5..0 CORGA4..0 SPT| DEVTYP2..0 (B ->

= ssssss = ook writes 9-bit memory bytes. B=0 means 8 bits.

DEVTYP2..0 - Device type. DEVTYP = 000 means
that this device is an RDRAM.

L SPT - Split-core. SPT=1 means the core is split, SPT=0 means it is not.

L » CORG4..0 - Core organization. This field specifies the number of
bank (3, 4, 5, or 6 bits), row (9, 10, 11, or 12 bits), and column (5, 6, or
7 bits) address bits. The encoding of this field will be specified in a
later version of this document.

SVERS..0 - Stepping version. Specifies the mask version number of

>
this device.
Figure 29: CNFGB Register
Control Register: TEST34 Address: 0224 Control Register: DEVID Address: 04044
15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

DEVID4.DEVIDO

Read/write register. Read /write register.

Reset value of TEST34 is zero (from SIO Reset) Reset value is undefined.

This register are used for testing purposes. It must Device Identification register.

not be read or written after SIO Reset. DEVID4..DEVIDO is compared to DR4..DRO,

DC4..DCO, and DX4..DX0 fields for all memory
read or write transactions. This determines which
RDRAM is selected for the memory read or write
transaction.

Figure 30: TEST Register Figure 31: DEVID Register
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R

Direct RDRAM™ 128/144-Mbit (256Kx16/18x32s) Datasheet

Control Register: REFB Address: 0414

Control Register: REFR Address: 0424

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

REFB4..REFBO

Read /write register.

Reset value is zero (from SETR/CLRR).

Refresh Bank register.

REFB4..REFBO is the bank that will be refreshed
next during self-refresh. REFB4..0 is incremented
after each self-refresh activate and precharge
operation pair.

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

REFRS..REFRO

Read/write register.

Reset value is zero (from SETR/CLRR).
Refresh Row register.

REFRS8..REFRO is the row that will be refreshed
next by the REFP command or by self-refresh.
REFRS..0 is incremented when BR4..0=11111 for
the REFA command. REFRS..0 is incremented
when REFB4..0=11111 for self-refresh.

Figure 32: REFB Register

Figure 34: REFR Register

Control Register: CCA Address: 0434

Control Register: CCB Address: 04444

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

Read /write register.

Reset value is zero (SETR/CLRR or SIO Reset).
CCA6..CCAO - Current Control A. Controls the
Ior, output current for the DQAS..DQAO pins.

ASYMB1,ASYMBO control the asymmetry of the
Vor/ Vou voltage swing about the Vygp reference
voltage for the DQAS..0 pins.

Figure 33: CCA Register

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

CCB6..CCB0

Read/write register.

Reset value is zero (SETR/CLRR or SIO Reset).
CCB6..CCBO - Current Control B. Controls the Iy,
output current for the DQBS..DQBO pins.

ASYMB1,ASYMBO control the asymmetry of the
Vor/Vou voltage swing about the Vi reference
voltage for the DQBS..0 pins.

Figure 35: CCB Register
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Control Register: NAPX Address: 0454 Read/write register.
Reset value is undefined

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

NAPXA4..0

NAPXA4..0 - Nap Exit Phase A. This field speci-
fies the number of SCK cycles during the first
phase for exiting NAP mode. It must satisfy:

NAPXAetgeycr g > tNaAPXAMAX
Do not set this field to zero.

» NAPX4..0 - Nap Exit Phase A plus B. This field specifies the number of
SCK cycles during the first plus second phases for exiting NAP mode. It
must satisfy:

NAPXetscycrE > tNaPxa MAXHENAPXB MAX
Do not set this field to zero.

P DQS - DQ Select. This field specifies the number of SCK cycles (0 => 0.5
cycles, 1 => 1.5 cycles) between the CMD pin framing sequence and the
device selection on DQ5..0.

Figure 36: NAPX Register

Control Register: PDNXA Address: 04644 Control Register: PDNX Address: 047,

151413121110 9 8 7 6 5 4 3 2 1 0 1514 1312 11 10 9 8 7 6 5 4 3 2 1 0
PDNXA12..0 PDNX12..0

Read/write register. Read /write register.
Reset value is undefined Reset value is undefined
PDNXA4..0 - PDN Exit Phase A. This field speci- PDNX4..0 - PDN Exit Phase A plus B. This field
fies the number of (64¢SCK cycle) units during specifies the number of (256#SCK cycle) units
the first phase for exiting PDN mode. It must during the first plus second phases for exiting
satisfy: PDN mode. It must satisfy:

PDNXAe64¢tgcycLE > tPDNXA MAX PDNXe256¢tscycLE > tppNXA MAXHPDNXBMAX
Do not set this field to zero. Do not set this field to zero.
Note - only PDNXAD5..0 are implemented. Note - only PDNX2..0 are implemented.

Figure 37: PDNXA Register Figure 38: PDNX Register
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Control Register: TPARM Address: 04844

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

Read/write register.
Reset value is undefined.

TCAS1..0 - Specifies the t-pg ¢ core parameter in
tCYCLE units. This should be “10” (z.tCYCLE)'

TCLS1..0 - Specifies the t-y g (- core parameter in
tCYCLE units. Should be “10” (Z.tCYCLE)‘

TCDLYO - Specifies the t-pryg.c core parameter in
teyer g units. This adds a programmable delay to
Q (read data) packets, permitting round trip read
delay to all devices to be equalized. This field may
be written with the values “010” 2ty cyp)
through “101” (5 .tCYCLE)‘

The equations relating the core parameters to the
datasheet parameters follow:

tcasc =2%tcyeLe

tcrsc = 2¢tcycLE

teps.c = 1*teyerg Not programmable

torrp = tepsc + tcasc + tersc - 1eteyerk
=4etcycrE

trep = tRep-c + 10 teyers - tersc
=trep-c - 1*tcycrr

tcac =3teycrs + tersc + tepryo-c + tepryi-c
(see table below for programming ranges)

TCDLYO0| teprye.c |TCDLY1| tepryic |tcac @ toyerg =3-3ns | teac @ teyeLg = 2.5ns
010 2*teyeLE 000 O*teyeLE 7*tcycLE not allowed
010 | 3etcyctg | 000 | O*teycrp 8*teycLe 8+tcycLe
01 | 3etcycrp | 001 | 1etcycre 9*tcycLE 9+tcycLe
011 | 3etcycg | 010 | 2+tcycre 10 tcycLe 10°tcycLe
100 | 4eteycre | 010 | 2+tcyore MeteycLe N tcycLe
101 5tcyCLE 010 2*teyCLE not allowed 12+tcycLE

Figure 39: TPARM Register

Control Register: TFRM Address: 0494

15 14 13

12 11 10 9 8 7 6 5 4 3 2 1 0

Read /write register.

Reset value is undefined.

TFRM3..0 - Specifies the position of the framing
point in tcyer g units. This value must be greater
than or equal to the tgry vy parameter. This is
the minimum offset between a ROW packet
(which places a device at ATTN) and the first
COL packet (directed to that device) which must
be framed. This field may be written with the
values “0111” (7 *teycrp) through “1010”
(10eteyerp)- TFRM is usually set to the value
which matches the largest tycp \y parameter
(modulo 4ty p) that is present in an RDRAM
in the memory system. Thus, if an RDRAM with
tRCD,M[N =11 .tCYCLE were present, then TFRM
would be programmed to 7®tcycr g

Figure 40: TFRM Register

Control Register: TCDLY1 Address: 04a4

15 14 13

12 11 10 9 8 7 6 5 4 3 2 1 0

Read/write register.

Reset value is undefined.

TCDLY1 - Specifies the value of the tcpryq.¢ core
parameter in tcyer g units. This adds a program-
mable delay to Q (read data) packets, permitting
round trip read delay to all devices to be equal-
ized. This field may be written with the values
“000” (O.tCYCLE) through “010” (Z.tCYCLE)‘ Refer
to Figure 39 for more details.

Figure 41: TRDLY Register
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Control Register: TCYCLE Address: 04cqgq Control Register: TEST75 Address: 04by4

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0 Control Register: TEST77 Address: 04dy4

TCYCLE13. TCYCLED Control Register: TEST78 Address: 0deqq

Control Register: TEST79 Address: 04f4

. . 1514 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Read/write register.

Reset value is undefined
TCYCLE13..0 - Specifies the value of the teycr g

datasheet parameter in 64ps units. For the Read /write registers.
teyeLe M of 2.5ns (2500ps), this field should be Reset value of TEST75,78,79 is zero ( SIO Reset).
written with the value “000274” (39 ¢64ps). Do not read or write TEST75,78,79 after SIO reset.

TEST77 must be written with zero after SIO reset.
These registers must only be used for testing
purposes.

Figure 42: TCYCLE Register Figure 43: TEST Registers
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Power State Management

Table 17 summarizes the power states available to a
Direct RDRAM. In general, the lowest power states
have the longest operational latencies. For example,
the relative power levels of PDN state and STBY state
have a ratio of about 1:110, and the relative access
latencies to get read data have a ratio of about 250:1.

PDN state is the lowest power state available. The
information in the RDRAM core is usually maintained
with self-refresh; an internal timer automatically
refreshes all rows of all banks. PDN has a relatively

long exit latency because the TCLK/RCLK block must

resynchronize itself to the external clock signal.

NAP state is another low-power state in which either
self-refresh or REFA-refresh are used to maintain the
core. See “Refresh” on page 42 for a description of the

two refresh mechanisms. NAP has a shorter exit
latency than PDN because the TCLK/RCLK block
maintains its synchronization state relative to the
external clock signal at the time of NAP entry. This

imposes a limit (tny pvirr) on how long an RDRAM may

remain in NAP state before briefly returning to STBY
or ATTN to update this synchronization state.

Table 17: Power State Summary

Power . Blocks consuming Power . Blocks consuming
Description Description
State power State power
PDN Powerdown state. Self-refresh NAP Nap state. Similar to Self-refresh or
PDN except lower REFA-refresh
wake-up latency. TCLK/RCLK-Nap
STBY Standby state. REFA-refresh ATTN Attention state. REFA-refresh
Ready for ROW TCLK/RCLK Ready for ROW and TCLK/RCLK
packets. ROW demux receiver COL packets. ROW demux receiver
COL demux receiver
ATTNR Attention read state. REFA-refresh ATTNW Attention write state. REFA-refresh
Ready for ROW and TCLK/RCLK Ready for ROW and TCLK/RCLK
COL packets. ROW demux receiver COL packets. ROW demux receiver
Sending Q (read data) COL demux receiver Ready for D (write data) COL demux receiver
packets. DQ mux transmitter packets. DQ demux receiver
Core power Core power

Figure 44 summarizes the transition conditions needed
for moving between the various power states. Note
that NAP and PDN have been divided into two
substates (NAP-A /NAP-S and PDN-A /PDN-S) to
account for the fact that a NAP or PDN exit may be
made to either ATTN or STBY states.

At initialization, the SETR/CLRR Reset sequence will
put the RDRAM into PDN-S state. The PDN exit
sequence involves an optional PDEV specification and
bits on the CMD and SIOp; pins.

Once the RDRAM is in STBY, it will move to the
ATTN/ATTNR/ATTNW states when it receives a non-
broadcast ROWA packet or non-broadcast ROWR
packet with the ATTN command. The RDRAM returns
to STBY from these three states when it receives a RLX
command. Alternatively, it may enter NAP or PDN
state from ATTN or STBY states with a NAPR or
PDNR command in an ROWR packet. The PDN or
NAP exit sequence involves an optional PDEV specifi-
cation and bits on the CMD and SIOO0 pins. The

RDRAM returns to the ATTN or STBY state it was orig-
inally in when it first entered NAP or PDN.

An RDRAM may only remain in NAP state for a time
tnrvrT It must periodically return to ATTN or STBY.

The NAPRC command causes a napdown operation if
the RDRAM’s NCBIT is set. The NCBIT is not directly
visible. It is undefined on reset. It is set by a NAP or
NAPRC command to the RDRAM, and it is cleared by
an ACT command to the RDRAM. It permits a
controller to manage a set of RDRAMs in a mixture of
power states.

STBY state is the normal idle state of the RDRAM. In
this state all banks and sense amps have usually been
left precharged and ROWA and ROWR packets on the
ROW pins are being monitored. When a non-broadcast
ROWA packet or non-broadcast ROWR packet (with
the ATTN command) packet addressed to the RDRAM
is seen, the RDRAM enters ATTN state (see the right
side of Figure 45). This requires a time tgs during
which the RDRAM activates the specified row of the
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specified bank. A time TFRM ety g after the ROW
packet, the RDRAM will be able to frame COL packets
(TFRM is a control register field - see Figure 40). Once
in ATTN state, the RDRAM will automatically transi-
tion to the ATTNW and ATTNR states as it receives
WR and RD commands.

automatic
( ATINR ATINW )
4 automatic A
Y Y 9 u
s s s s
& & & &
2 2 2 2
%V ] R
(AN g 7N
a | { A
A< & r ngLIMIg
—
~ NAPR ¢ REXR (» N
”( NAP-A )
PDEV.CMDSIO0
NAP
NAPR ¢ RLXR [o
» NAP-S
PDEV.CMD+SIO0 \ )
PDNR » RLXR (= \
"| PDN-A
PDEV.CMD#SIO0
PDN
PDNR » RLXR |
B PDN-S )
- v v PDEV.CMD#SIO0
Z Py
IEE
v “lv “lv SETR/CLRR
( STBY
Notation:

SETR/CLRR - SETR/CLRR Reset sequence in SRQ packets

PDNR - PDNR command in ROWR packet

NAPR - NAPR command in ROWR packet

RLXR - RLX command in ROWR packet

RLX - RLX command in ROWR,COLC,COLX packets

SIOO0 - SIOQ0 input value

PDEV.CMD - (PDEV=DEVID)e(CMD=01)

ATTN - ROWA packet (non-broadcast) or ROWR packet
(non-broadcast) with ATTN command

Figure 44: Power State Transition Diagram

Once the RDRAM is in ATTN, ATTNW, or ATTNR
states, it will remain there until it is explicitly returned
to the STBY state with a RLX command. A RLX
command may be given in an ROWR, COLC, or
COLX packet (see the left side of Figure 45). It is
usually given after all banks of the RDRAM have been
precharged; if other banks are still activated, then the
RLX command would probably not be given.

If a broadcast ROWA packet or ROWR packet (with

the ATTN command) is received, the RDRAM’s power
state doesn’t change. If a broadcast ROWR packet with
RLXR command is received, the RDRAM goes to STBY.

Figure 46 shows the NAP entry sequence (left). NAP
state is entered by sending a NAPR command in a
ROW packet. A time tpgy is required to enter NAP
state (this specification is provided for power calcula-
tion purposes). The clock on CTM/CFM must remain
stable for a time t-p after the NAPR command.

The RDRAM may be in ATTN or STBY state when the
NAPR command is issued. When NAP state is exited,
the RDRAM will return to the original starting state
(ATTN or STBY). If it is in ATTN state and a RLXR
command is specified with NAPR, then the RDRAM
will return to STBY state when NAP is exited.

Figure 46 also shows the PDN entry sequence (right).
PDN state is entered by sending a PDNR command in
a ROW packet. A time tagp is required to enter PDN
state (this specification is provided for power calcula-
tion purposes). The clock on CTM/CFM must remain
stable for a time t-p after the PDNR command.

The RDRAM may be in ATTN or STBY state when the
PDNR command is issued. When PDN state is exited,
the RDRAM will return to the original starting state
(ATTN or STBY). If it is in ATTN state and a RLXR
command is specified with PDNR, then the RDRAM
will return to STBY state when PDN is exited.

The RDRAM’s write buffer must be retired with the
appropriate COP command before NAP or PDN are
entered. Also, all the RDRAM'’s banks must be
precharged before NAP or PDN are entered. The
exception to this is if NAP is entered with the NSR bit
of the INIT register cleared (disabling self-refresh in
NAP). The commands for relaxing, retiring, and
precharging may be given to the RDRAM as late as the
ROPa0, COPa0, and XOPa0 packets in Figure 46. No
broadcast packets nor packets directed to the RDRAM
entering Nap or PDN may overlay the quiet window.
This window extends for a time tnpg after the packet
with the NAPR or PDNR command.

Figure 47 shows the NAP and PDN exit sequences.
These sequences are virtually identical; the minor
differences will be highlighted in the following
description.

Before NAP or PDN exit, the CTM/CFM clock must be
stable for a time t-p. Then, on a falling and rising edge
of SCK, if there is a “01” on the CMD input, NAP or
PDN state will be exited. Also, on the falling SCK edge
the SIOO0 input must be at a 0 for NAP exit and 1 for
PDN exit.

Advance Information
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If the PSX bit of the INIT register is 0, then a device
PDEV5..0 is specified for NAP or PDN exit on the
DQAD5..0 pins. This value is driven on the rising SCK
edge 0.5 or 1.5 SCK cycles after the original falling
edge, depending upon the value of the DQS bit of the
NAPX register. If the PSX bit of the INIT register is 1,
then the RDRAM ignores the PDEV5..0 address packet
and exits NAP or PDN when the wake-up sequence is
presented on the CMD wire. The ROW and COL pins
must be quiet at a time tg/tyy4 around the indicated
falling SCK edge (timed with the PDNX or NAPX
register fields). After that, ROW and COL packets may

To Ty T, T3 Ty Ts Te T; Tg T Tyo Tyy T12Ty3 Ty T

crwer YRR

gl 1111 R
cou . IEEINIIANNG <,
D2ae-0 NI o3ae-s

< ths B
ATTN STBY

be directed to the RDRAM which is now in ATTN or
STBY state.

Figure 48 shows the constraints for entering and
exiting NAP and PDN states. On the left side, an
RDRAM exits NAP state at the end of cycle T3. This
RDRAM may not re-enter NAP state for an interval of
tnuo- The RDRAM enters NAP state at the end of cycle
T3. This RDRAM may not re-exit NAP state for an
interval of tnyy1. The equations for these two parame-
ters depend upon a number of factors, and are shown
at the bottom of the figure. NAPX is the value in the
NAPX field in the NAPX register.
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Figure 45: STBY Entry (left) and STBY Exit (right)
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? The (eventual) NAP/PDN exit will be to the same ATTN/STBY state the RDRAM was in prior to NAP/PDN entry
Figure 46: NAP Entry (left) and PDN Entry (right)

On the right side of Figure 47, an RDRAM exits PDN
state at the end of cycle T3. This RDRAM may not re-

enter PDN state for an interval of tpyy. The RDRAM
enters PDN state at the end of cycle Tq3. This RDRAM
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may not re-exit PDN state for an interval of tpyy;. The figure. PDNX is the value in the PDNX field in the
equations for these two parameters depend upon a PDNX register.
number of factors, and are shown at the bottom of the

To T1 Ty Ts T4 Ts Ts T7 Ts Tq Tm Tu T12T13 T14 T15 T16T17 TIB T19 T20T21 Tzz T;.% T24T25 Tzs T27T28T29 Tso T31 TM Tss T36T37 Tss Tse T40T41 T42 :['451:441:45 TI'46 TI'47 ,
CTM/CFMNmmHuwawwwﬂww UURRRRR R
N 1
. T T T T Voo e
ROW2 f‘f'if'*-' [ YHYY No ROW packets may g 4 YT RoP restijcted § . ROP X
.ROWO é-ii\j 11, overlap the restricted EE Ad { !
L . interval .f.‘ :....1—}1—}.....:
COLA4 fli'ig':* ” .s:lﬁ No COL packets may 3::;3%, 3:. o tS4(tH4y o o
%? % : i overlap the restricted Eg f ; | Sor restfcted Cor :
.COLO iy U/ interval if device PDEV s Ui AL XOF g | __§ XOP -
N \  exiting the NAP-A or PDN- | , o 154' Z: o
DQAS..O {Lf.ig.!i.. ;{ L A ..!..3.';3 A states E!E;%JN; g'l’:{%g'li"-fl‘f'&f%{"{’:{?’%"'ﬂf' g.i',.‘g.::{f?}fk“if.!g.‘}gliﬁ Y :
DOB8.0 |1/ MMM DA
SCK ] A A A f J A A A ‘
ty gy prbw go o g s g, e Y- v vV VY vV
CMD S Ji};‘a.. ...... Ji};‘a.. : !}i‘, ..... .f} i‘\, ..... Ji};‘a.. ..!}i‘, ..... Ji};‘a.. ..!}i‘, ..... Ji};‘a.. ..!}i‘, ..... .f;
8'5 8'5 8'5 8'5 Y s Y s Y 1"" ’S‘ s Y s Y s Y
S I 00 ‘S /( O/Ia X % % % 1‘% 1‘% 1‘%& - m_)axﬁ 1‘% 1‘% 1}
8'5 8'5 8'5 Y s Y s Y 1"" ’S‘ s Y s Y s Y
S101 L . AR N A A A /
P - (NAPX) tSCYCLE)/(256 PDNX tSCYCLE) -
R < ! Ld
Fower NAP/PDN X ( STBY/ATTNC
5 5 DQS=0" DQS-1° ‘ 5
2 Use 0 for NAP exit, 1 for PDN exit ¢ Exit to STBY or ATTN depends upon whether RLXR was
b Device selection timing slot is selected by DQS field of NAPX register asserted at NAP or PDN entry time
Figure 47: NAP and PDN Exit
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tnuo = B toyere + (2#NAPX) *tgovcrk tpuo = 5*toycrs + (24256 * PDNX) *tgcycrp
tNu1 =8¢ teycre - (0.5¢ tscycrr) if NSR=1 tpur =8*tcycre - (0.5 tscycre) if PSR=1
=23 tCYCLE if NSR=0 =23 tCYCLE if PSR=0

Figure 48: NAP Entry/Exit Windows (left) and PDN Entry/Exit Windows (right)
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Refresh precharge the refreshed bank in all RDRAMs. After a

bank is given a REFA command, no other core opera-
RDRAMEs, like any other DRAM technology, use vola- tions (activate or precharge) should be issued to it until
tile storage cells which must be periodically refreshed. it receives a REFP.

This is accomplished with the REFA command.

. . Itisal ible to interl refresh transactions (not
Figure 49 shows an example of this. is also possible to interleave refresh transactions (no

shown). In the figure, the ACT b0 command would be
The REFA command in the transaction is typically a replaced by a REFA b0 command. The b0 address
broadcast command (DR4T and DRA4F are both set in would be broadcast to all devices, and would be

the ROWR packet), so that in all devices bank number {Broadcast,Ba+2,REFR}. Note that the bank address
Ba is activated with row number REFR, where REFR is should skip by two to avoid adjacent bank interfer-

a control register in the RDRAM. When the command ence. A possible bank incrementing pattern would be:
is broadcast and ATTN is set, the power state of the {8,10,12,14,0,2,4,6,1,3,5,7,9,11,13,15,24,26,28,30,16,18,20,
RDRAMSs (ATTN or STBY) will remain unchanged. 22,17,19,21,23,25,27,29,21}. When bank 15 is reached, a
The controller increments the bank address Ba for the REFA command would increment the REFR register.

next REFA command. When Ba is equal to its
maximum value, the RDRAM automatically incre-
ments REFR for the next REFA command.

A second refresh mechanism is available for use in
PDN and NAP power states. This mechanism is called
self-refresh mode. When the PDN power state is

On average, these REFA commands are sent once entered, or when NAP power state is entered with the
every trpp/2PPIT*RPIT (where BBIT are the number of NSR control register bit set, then self-refresh is auto-
bank address bits and RBIT are the number of row matically started for the RDRAM.

address bits) so that each row of each bank is refreshed

. Self-refresh uses an internal time base reference in the
once every trgp interval.

RDRAM. This causes an activate and IF echarge to be
BIT

The REFA command is equivalent to an ACT carried out once in every trpg/ 2BBIT+ interval. The
command, in terms of the way that it interacts with REFB and REFR control registers are used to keep track
other packets (see Table 10). In the example, an ACT of the bank and row being refreshed.

command is sent after tzy to address b0, a different

(non-adjacent) bank than the REFA command. Before a controller places an RDRAM into self-refresh

mode, it should perform REFA /REFP refreshes until

A second ACT command can be sent after a time ty- to the bank address is equal to the maximum value. This

address c0, the same bank (or an adjacent bank) as the ensures that no rows are skipped. Likewise, when a

REFA command. controller returns an RDRAM to REFA /REFP refresh,
it should start with the minimum bank address value

Note that a broadcast REFP command is issued a time

trag after the initial REFA command in order to (zero).

|T0 |T1 |T2 ITS IT4 |T5 ITﬁ |T7 |T8 IT‘? ITIOITHTIZTIS |T14 ITIS IT16IT17ITIB |T19|T20|T21|T22|TB|T24|T25|T26|T27|‘I'28|T29 ITSI) ITSI ITSZITSSITM ITSSIT36lT37 T41IT42IT43I‘I'44IT45 IT46 |T47 .
ermeem LAY LR
B A EEREERS

ROW2 REFA a0 *ﬁ* ;{i‘ ACT b0 ?‘g*-'ﬁ ?‘g*-";j“i" f‘g;{}i REFP al f"g*-"’;{?‘ ACT 0 ?‘g“ i ;1 REFA do
.ROWO R AR AR A [t ik i .
!!!!1!!!:!!!!!1t —_————Pi— tgp —P . R
COL4 Il‘_i"lugﬂlg.:;lgv 5'{» l;}ﬂ’slsﬁ\d Mgg 1g s|2 .:;lg.% Ils{l?ls2 .:;lg.% 1 s|2 .:;lg'% "_E"I"?.“If:flgi’ 1 s|2 .:;lg'% |SI: |¥§§{%¥ns §'I'i . i ;%isgf.n..g,.g.zf v |
..COLo -?’az;zzfﬁi et ¥ Hm%ﬁf fi}és! .i:{f ?’i.fé.s‘.«.i:{f ?’i.fé.s‘.«.i:{f ?'i.fé.s'..?’x:{fziz.ﬁé.z.i:{f ;1%55 .?i:{;%az!%fﬁ.ﬁiz; i Efi% i:{mz,.. H
0 e SBBITRRBIT SN i
DQAS..O 'f”:{pg;%zs’;ig ’ %zs%s _s'*,';"z_""“;i%'%‘{‘ _i"i:g"?. 3); 1’%‘;"{;"?. ‘g; %%s;*.g .;“;lfit%?%ml.:; %,g i"&l{"?. .‘g.,_;{%,i %“fi{"ﬁ"‘i’"?%’i”"“fiﬂ"3 o .g:;%'wlpf.i{?g:%%
poss-o (IR AL S
Transaction a: REFA a0 = {Broadcast,Ba,REFR} al = {Broadcast,Ba} | [BBIT = #bank address bits]
Transaction b: xx | b0 = {Db, /={Ba,Ba+1,Ba-1}, Rb} RBIT = # row address bits

Transaction c: xx c0 = {D¢, ==Ba, Rc} REFB = REFB3..REFB0O

Transaction d: REFA| d0 = {Broadcast,Ba+1,REFR} REFR = REFR8..REFR0

Figure 49: REFA/REFP Refresh Transaction Example
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Current and Temperature Control

Figure 50 shows an example of a transaction which

performs current control calibration. It is necessary to
perform this operation once to every RDRAM in every
teeTrr, interval in order to keep the I, output current

in its proper range.

This example uses four COLX packets with a CAL

command. These cause the RDRAM to drive four cali-

bration packets Q(a0) a time t-a ¢ later. An offset of

trpTOCC must be placed between the Q(a0) packet and
read data Q(al)from the same device. These calibration
packets are driven on the DQA4..3 and DQB4..3 wires.
The TSQ bit of the INIT register is driven on the DQA5

wire during same interval as the calibration packets.
The remaining DQA and DQB wires are not used

during these calibration packets. The last COLX packet
also contains a SAM command (concatenated with the

ROW2
.ROWO

COlL4
.COLO

DQAS..0
DOBS..0

To T1 Tz Ts T4 Ts Ts T7 Ts Tq Tm Tn T12T13 T14 T15 T16T17 TIB T19 T20T21 T T;.% T24T25 Tzs T27T28T29 Tso T31 T32T33 T34 Tss T36T37 Tzs Tse

CAL command). The RDRAM samples the last calibra-
tion packet and adjusts its I current value.

Unlike REF commands, CAL and SAM commands
cannot be broadcast. This is because the calibration
packets from different devices would interfere. There-
fore, a current control transaction must be sent every

tcerrn/ N, where N is the number of RDRAMSs on the
Channel. The device field Da of the address a0 in the

each transaction.

CAL/SAM command should be incremented after

Figure 51 shows an example of a temperature calibra-
tion sequence to the RDRAM. This sequence is broad-
cast once every trg\p interval to all the RDRAMSs on
the Channel. The TCEN and TCAL are ROP

commands, and cause the slew rate of the output

drivers to adjust for temperature drift. During the
quiet interval trcquipt the devices being calibrated

can’t be read, but they can be written.
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Figure 50: Current Control CAL/SAM Transaction Example
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Figure 51: Temperature Calibration (TCEN-TCAL) Transactions to RDRAM
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Electrical Conditions

Table 18: Electrical Conditions

Symbol Parameter and Conditions Min Max Unit
Ty Junction temperature under bias TBD TBD °C
Vpp, Vbba Supply voltage 2.50-0.13 2.50+0.13 \Y%
Voo, VbpaN Supply voltage droop (DC) during NAP interval (inppvr) - 2.0 %
VDD,N, VDDA N Supply voltage ripple (AC) during NAP interval (tnypywvrr) -2.0 2.0 %
Vemos Supply voltage for CMOS pins (2.5V controllers) 250-0.13 2.50 +0.25 v

Supply voltage for CMOS pins (1.8V controllers) 1.80-0.1 1.80+0.2 v
VIERM Termination voltage 1.80-0.1 1.80 + 0.1 v
VREF Reference voltage 1.40-0.2 1.40+0.2 v
Vpr, RSL data input - low voltage Vggr-05 Vggr- 0.2 v
Vg RSL data input - high voltage Vggp+0.2 Vggr + 0.5 v
Vpis RSL data input swing: Vpig = Vpyy - Vpr, 0.4 1.0 v
Apr RSL data asymmetry: Ap; = [(Vpiy - Vrep) + (Vi - VRepl/ Vs -10 10 %
Vx RSL clock input - crossing point of true and complement signals 1.3 1.8 A%
Veis,ct™ RSL clock input swing: Veyg = Ve - Ve, (CTM,CTMN pins). 0.35 0.70 v
Veis,cam RSL clock input swing: Veyg = Vepg - Ve, (CEM,CEMN pins). 0.10 0.70 v
Vir,cMos CMOS input low voltage -0.3 Vemos/2 - 0.25 v
ViH,cMOs CMOS input high voltage Vemos/2 +0.25 Vemost0.7 v

Timing Conditions
Table 19: Timing Conditions

Symbol Parameter Min Max Unit Figure(s)
teyeLE CTM and CFM cycle times (-600) 3.33 3.76 ns Figure 52

CTM and CFM cycle times (-800) 2.50 3.34 ns Figure 52
ters ter CTM and CFM input rise and fall times 0.2 05 ns Figure 52
tew ter, CTM and CFM high and low times 40% 60% teyerr Figure 52
tr CTM-CFM differential 0.0 1.0 teyerr Figure 52
tpew Domain crossing window -0.1 0.1 teycLr Figure 58
tpr b DQA/DQB/ROW /COL input rise/fall times 0.2 0.65 ns Figure 53
tg, iy DQA/DQB/ROW/COL-to-CFM setup/hold  tcycpp=2.5ns 0.200 - ns Figure 53

@ tcyepp=3.3ns 0.275
tpr1, tor SIOQ, SIO1 input rise and fall times - 5.0 ns Figure 55
tpre, tor2 CMD, SCK input rise and fall times - 2.0 ns Figure 55
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Table 19: Timing Conditions

Symbol Parameter Min Max Unit Figure(s)
teveLgr SCK cycle time - Serial control register transactions 1000 - ns Figure 55
SCK cycle time - Power transitions 10 - ns Figure 55
ten tera SCK high and low times 425 - ns Figure 55
tgy CMD setup time to SCK rising or falling edge 1 - ns Figure 55
trr CMD hold time to SCK rising or falling edge 1 - ns Figure 55
tep SIO0 setup time to SCK falling edge 40 - ns Figure 55
trp SIOO0 hold time to SCK falling edge 40 - ns Figure 55
tsz PDEV setup time on DQAS..0 to SCK rising edge. 0 - ns Figure 47,
Figure 56
tis PDEV hold time on DQAb..0 to SCK rising edge. 5.5 - ns Figure 47,
Figure 56
tgy ROW?2..0, COLA4..0 setup time for quiet window -1 - tevele Figure 47
tra ROW?2..0, COL4..0 hold time for quiet window 5 - tevele Figure 47
VIL,CMOS CMOS input low voltage - over/undershoot voltage dura- -0.7 Vemos/2 v
tion is less than or equal to 5ns -0.6
VIH,CMOS CMOS input high voltage - over /undershoot voltage dura- Vemos/2 Vemos + v
tion is less than or equal to 5ns +0.6 0.7
tNpQ Quiet on ROW/COL bits during NAP/PDN entry 4 - teyerr Figure 46
tREADTOCC Offset between read data and CC packets (same device) 12 - teyerr Figure 50
tCCSAMTOREAD Offset between CC packet and read data (same device) 8 - teyerr Figure 50
teg CTM/CEFM stable before NAP/PDN exit 2 - teyerr Figure 47
tep CTM/CFM stable after NAP/PDN entry 25 - teyerr Figure 46
trrM ROW packet to COL packet ATTN framing delay 7 - teyerr Figure 45
tNTIMIT Maximum time in NAP mode 10.0 us Figure 44
tREF Refresh interval 32 ms Figure 49
teeTrL Current control interval 0.0001 100 ms Figure 50
trEmP Temperature control interval 100 ms Figure 51
trern TCE command to TCAL command 4 250 teyerr Figure 51
trcar TCAL command to quiet window 6 6 teyerr Figure 51
trcouieT Quiet window (no read data) 140 - teyerr Figure 51
tras RAS interval (time a row may stay activated) 64 us Figure 15
Figure 16
tPAUSE RDRAM delay (no RSL operations allowed) 200.0 us page 28
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Electrical Characteristics

Table 20: Electrical Characteristics

Symbol Parameter and Conditions Min Max Unit
Oy Junction-to-Case thermal resistance TBD °C /Watt
Irer VREr current @ VRgpyiax -10 10 uA
Ion RSL output high current @ (0SVq1<Vpp) -10 10 LA
Iarr, RSL Iy, current @ Vr, = 0.9V, Vpp v » Tymax® 30.0 90.0 mA
Alpr, RSL Iy, current resolution step - 15 mA
rouT Dynamic output impedance 150 - Q

I emos CMOS input leakage current @ (0<Vy cpios<Vemos) -10.0 10.0 LA
Vor,cMos CMOS output voltage @ Iy, cpios= 1.0mA - 0.3 v
Vou,cMos CMOS output high voltage @ Igpy cpros= -0-25mA Vemos 0.3 - v

a. This measurement is made in manual current control mode; i.e. with all output device legs sinking current.

Timing Characteristics

Table 21: Timing Characteristics

Symbol Parameter Min Max Unit Figure(s)
to CTM-to-DQA /DQB output time @ teye p=2.5ns -0.30 +0.30 ns Figure 54
@ teycp p=3.3ns -0.40 +0.40
tors tor DQA /DQB output rise and fall times 0.2 0.45 ns Figure 54
tor SCK-to-8I00 delay @ Cp oapmax = 20pF (SD read packet). - 10 ns Figure 57
tor1s tor SIOgy rise/fall @ Cy papaax = 20pF - 5 ns Figure 57
tprOP1 SIO0-to-SI01 or SIO1-to-SIO0 delay @ Cy o apamax = 20pF - 10 ns Figure 57
tnAPXA NAP exit delay - phase A - 50 ns Figure 47
tNAPXB NAP exit delay - phase B - 40 ns Figure 47
tppNXxA PDN exit delay - phase A - 4 us Figure 47
tppNXB PDN exit delay - phase B - 8 us Figure 47
tas ATTN-to-STBY power state delay 1 4 teverr Figure 45
tsa STBY-to-ATTN power state delay - 3 teverr Figure 45
tasn ATTN/STBY-to-NAP power state delay - 8 teverr Figure 46
tasp ATTN/STBY-to-PDN power state delay - 8 teverr Figure 46
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RSL - Clocking

Figure 52 is a timing diagram which shows the
detailed requirements for the RSL clock signals on the
Channel.

The CTM and CTMN are differential clock inputs used
for transmitting information on the DQA and DQB,

outputs. Most timing is measured relative to the points
where they cross. The tcycp g parameter is measured
from the falling CTM edge to the falling CTM edge.
The ter, and t- parameters are measured from falling
to rising and rising to falling edges of CTM. The t-p
and tcp rise- and fall-time parameters are measured at
the 20% and 80% points.

) tovele »
¢ oL >e tcH ’
4 icR > 4 IcR >
CTM / \ / Vom
\ A fJ \\ fJ 80%
\ / \ fJ \\ fJ \\ 20%
CTMN Veu
< tcF P < tcF D
o trR
¢ tcrR ¢ tcrR
CFM
\ / \_/ o
N ] Nwe 80%
\ / >< \ .V \] L/ ©
/ \ / \ rJ \\ rJ \\ 20%
CFMN Veu
< tcF P < tcF
< t toL e fch____
< CYCLE >

Figure 52: RSL Timing - Clock Signals

The CFM and CFMN are differential clock outputs
used for receiving information on the DQA, DQB,
ROW and COL outputs. Most timing is measured rela-
tive to the points where they cross. The t-ycr g param-
eter is measured from the falling CFM edge to the
falling CFM edge. The tr, and tcy parameters are
measured from falling to rising and rising to falling

edges of CFM. The tcR and tcg rise- and fall-time
parameters are measured at the 20% and 80% points.

The tp parameter specifies the phase difference that
may be tolerated with respect to the CTM and CFM
differential clock inputs (the CTM pair is always
earlier).
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RSL - Receive Timing points is tg/ty; The sample points are centered at the
0% and 50% points of a cycle, measured relative to the
Figure 53 is a timing diagram which shows the crossing points of the falling CFM clock edge. The set
detailed requirements for the RSL input signals on the and hold parameters are measured at the Vygp voltage
Channel. point of the input transition.
The DQA, DQB, ROW, and COL signals are inputs The tpR and tpp rise- and fall-time parameters are
which receive information transmitted by a Direct measured at the 20% and 80% points of the input tran-
RAC on the Channel. Each signal is sampled twice per sition.

teycrg interval. The set/hold window of the sample

CFM

N/ X \/ X *
VAN GERVAN

/ / /N / \

CFMN Veu

DQA € DR Hl 4—— 0.5'fcycLe
DQB < ts Pl T P « ts ty

VDH
ROW /—\ /—\ /—\
4 N 80%

L \]
COL
even odd
VREF
/ \
/ \
20%

VpiL

o
o/
o
o/

C
C
C

< toF P

Figure 53: RSL Timing - Data Signals for Receive
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RSL - Transmit Timing

Figure 54 is a timing diagram which shows the
detailed requirements for the RSL output signals on
the Channel.

The DQA and DQB signals are outputs to transmit
information that is received by a Direct RAC on the
Channel. Each signal is driven twice per teycr g
interval. The beginning and end of the even transmit
window is at the 75% point of the previous cycle and at
the 25% point of the current cycle. The beginning and

CIM

end of the odd transmit window is at the 25% point
and at the 75% point of the current cycle. These
transmit points are measured relative to the crossing
points of the falling CTM clock edge. The size of the
actual transmit window is less than the ideal teycp /2,
as indicated by the non-zero values of tg iy and
tomax- The tg parameters are measured at the Vgpp
voltage point of the output transition.

The tgR and top rise- and fall-time parameters are
measured at the 20% and 80% points of the output
transition.

\ / \ / \ / o
\ / >< \ / -
Y / \ / 1\ / N
CTMN Ve
—— 0.75tcycLg ————p —— 0.75tcycLe ————W]
&-25tevelEy,
t 1
DQA ¢ tQR P M “Q,MAX
DQB tomiN tomiN
/ \ / \ / \ o
DR 80%
even odd
¢ D 4 D VREF
/ \
/ \
/7 A \/
/ \
VaL
€ toF

Figure 54: RSL Timing - Data Signals for Transmit
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CMOS - Receive Timing

Figure 55 is a timing diagram which shows the
detailed requirements for the CMOS input signals .

The CMD and SIOO signals are inputs which receive
information transmitted by a controller (or by another
RDRAM'’s SIO1 output. SCK is the CMOS clock signal
driven by the controller. All signals are high true.

The cycle time, high phase time, and low phase time of
the SCK clock are teyey g1, topg and tepp, all measured
at the 50% level. The rise and fall times of SCK, CMD,

and SIOO0 are tpr and tppy, measured at the 20% and
80% levels.

The CMD signal is sampled twice per teycp gy interval,
on the rising edge (odd data) and the falling edge
(even data). The set/hold window of the sample points
is tg1/ty1. The SCK and CMD timing points are
measured at the 50% level.

The SIOO0 signal is sampled once per tcycr g1 interval
on the falling edge. The set/hold window of the
sample points is tgy /ty The SCK and SIOO0 timing
points are measured at the 50% level.

¢ tDR2 M
ViH.cmos
SCK \ f
® b 80%
rJ \\ fJ 50%
—IcveLE \ />
Y cmos
<tpro P ¢——TcH1 Pe oL i ——»
<-toR2P) ASIE o TR - ts1 Pty P
ViH.cmos
CMD /_\ /_\
BO—R 80%
even odd
< D g D 50%
/ \
/ \
P 5, 20%
\ / ’ \ \ /
ViLcmos
< DF2
¢tpR1 P €52 Pt P
S100 /_\ ViH.cmos
g A 80%
y q D 50%
/ \
/ \
® » 20%
, | \/
ViLcmos
Figure 55: CMOS Timing - Data Signals for Receive
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The SCK clock is also used for sampling data on RSL NAP exit sequences are directed; i.e. only one RDRAM
inputs in one situation. Figure 47 shows the PDN and that is in PDN or NAP will perform the exit sequence.

NA‘Ptex1‘t seque(ncesf.rl fthe ;’;Xtﬁeldtﬁf ?S;]NIT d NAP The address of that RDRAM is specified on the
TEBISIET 15 ZeTo (see Hgure /), then the an DQAI[5:0] bus in the set hold window tg;/ty3 arouond

exit sequences are broadcast; i.e. all RDRAMSs that are the rising edge of SCK. This is shown in Figure 56. The

glsf(If)ngr iﬁp Ivglléperf.o:m t he ex1’;;eq1i}elnci)eb11£]the d SCK timing point is measured at the 50% level, and the
reid ot the register1s one, then the an DQAI5:0] bus signals are measured at the Vipp level.

ViH cmos
SCK\ / \ /
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pQAB:0 \ \ o
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Figure 56: CMOS Timing - Device Address for NAP or PDN Exit
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CMOS - Transmit Timi ng the falling edge. The clock-to-output window is

th,M[N/th,MAX. The SCK and SIO0 tlmlng points are
Figure 57 is a timing diagram which shows the measured at the 50% level. The rise and fall times of
detailed requirements for the CMOS output signals. SIOO0 are tgr; and top, measured at the 20% and 80%
The SIOO0 signal is driven once per t-ycy gy interval on levels.
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Figure 57: CMOS Timing - Data Signals for Transmit
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Figure 57 also shows the combinational path
connecting SIO0 to SIO1 and the path connecting SIO1
to 5100 (read data only). The tpgop; parameter speci-
fied this propagation delay. The rise and fall times of
SIO0 and SIO1 inputs must be tpgry and tpg,, measured
at the 20% and 80% levels. The rise and fall times of
SIO0 and SIO1 outputs are tog; and top;, measured at
the 20% and 80% levels.

RSL - Domain Crossing Window

When read data is returned by the RDRAM, imforma-
tion must cross from the receive clock domain (CFM)
to the transmit clock domain (CTM). The ti param-
eter permits the CFM to CTM phase to vary through an
entire cycle; i.e. there is no restriction on the alignment
of these two clocks. A second parameter tpcyw is
needed in order to describe how the delay between a

CFM vyl vl vl vl v =

RD command packet and read data packet varies as a
function of the tyg value.

Figure 58 shows this timing for five distinct values of
trr. Case A (tyr=0) is what has been used throughout
this document. The delay between the RD command
and read data is tcp . As trg varies from zero to teyer g
(cases A through E), the command to data delay is
(tcac-ttr)- When the t value is in the range 0 to
tpewMax. the command to data delay can also be
(tcac-trr-teycrp)- This is shown as cases A” and B’ (the
gray packets). Similarly, when the try value is in the
range (tCYCLE+tDCW,MIN) to tCYCLE/ the command to
data delay can also be (tcpc-trr+teycrp)- This is
shown as cases D" and E’ (the gray packets). The
RDRAM will work reliably with either the white or
gray packet timing. The delay value is selected at
initialization, and remains fixed thereafter.
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CYCL
- Ll

J A | A | A | A | A | A |_

tcacttr 'KX XXQM”X X

coL (X X XRXat X X X )
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Figure 58: RSL Transmit - Crossing Read Domains
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Timing Parameters

Table 22: Timing Parameter Summary

Min [ Min | Min | Min | Min
Parameter | Description -40 (-45 [-50 (-45 |(-53 |Max |Units [ Figure(s)
-800 | -800 | -800 | -600 | -600
tre Row Cycle time of RDRAM banks -the interval between ROWA pack- (28 (28 (34 |22 |28 |- teyerg | Figure 15
ets with ACT commands to the same bank. Figure 16
trAs RAS-asserted time of RDRAM bank - the interval between ROWA 20 (20 (24 |16 |20 |- teycrg | Figure 15
packet with ACT command and next ROWR packet with PRER? com- Figure 16
mand to the same bank.
trp Row Precharge time of RDRAM banks - the interval between ROWR |8 8 10 |6 8 - teyerg | Figure 15
packet with PRER? command and next ROWA packet with ACT com- Figure 16
mand to the same bank.
tpp Precharge-to-precharge time of RDRAM device - the interval between |8 8 8 8 8 - teycrg | Figure 12
successive ROWR packets with PRER? commands to any banks of the
same device.
trr RAS-to-RAS time of RDRAM device - the interval between successive |8 8 8 8 8 - teycrg | Figure 13
ROWA packets with ACT commands to any banks of the same device.
trep RAS-to-CAS Delay - the interval from ROWA packet with ACT com- |7 9 1 |5 7 - teyerg | Figure 15
mand to COLC packet with RD or WR command). Note - the RAS-to- Figure 16
CAS delay seen by the RDRAM core (tgep.) is equal to trep.c=1+
trep because of differences in the row and column paths through the
RDRAM interface.
tcac CAS Access delay - the interval from RD command to Q read data. 8 8 8 7 8 12 |tcycrg | Figure 4
The equation for tc ¢ is given in the TPARM register in Figure 39. Figure 39
tewp CAS Write Delay (interval from WR command to D write data. 6 6 6 6 6 6 teyerg | Figure 4
tee CAS-to-CAS time of RDRAM bank - the interval between successive |4 4 4 4 4 - teyerr | Figure 15
COLC commands). Figure 16
tPACKET Length of ROWA, ROWR, COLC, COLM or COLX packet. 4 4 4 4 4 4 teycrg | Figure 3
tRTR Interval from COLC packet with WR command to COLC packet 8 8 8 8 8 - teyerg | Figure 17
which causes retire, and to COLM packet with bytemask.
torrp The interval (offset) from COLC packet with RDA command, or from |4 4 4 4 4 4 teyerg | Figure 14
COLC packet with retire command (after WRA automatic precharge), Figure 39
or from COLX packet with PREX command to the equivalent ROWR
packet with PRER.The equation for tgpppis given in the TPARM reg-
ister in Figure 39.
trRpp Interval from last COLC packet with RD command to ROWR packet |4 4 4 4 4 - teyerr | Figure 15
with PRER.
trP Interval from last COLC packet with automatic retire command to 4 4 4 4 4 - teyerg | Figure 16
ROWR packet with PRER.
a. Or equivalent PREC or PREX command. See Figure 14.
b. See tpas Max value in “Timing Conditions” on page 44.
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Absolute Maximum Ratings

Table 23: Absolute Maximum Ratings

Symbol Parameter Min Max Unit
V1 ABsS Voltage applied to any RSL or CMOS pin with respect to Gnd -0.3 Vppt+0.3 v
Vbp,ABS: VDDA, ABS Voltage on VDD and VDDA with respect to Gnd -0.5 Vpp+1.0 v
TstoRE Storage temperature -50 100 °C
Ipp - Supply Current Profile
Table 24: Supply Current Profile
Ipp value RDRAM blocks consuming power @ tcycpg=2.5ns Min Max | Unit
Ipp,PON Self-refresh only for INIT.LSR=0 TBD 1500 uA
Ipp,PONI Self-refresh only for INIT.LSR= 1 TBD 300 uA
IppNAP Refresh, T/RCLK-Nap TBD TBD | mA
IpDSTBY Refresh, T/RCLK, ROW-demux TBD TBD | mA
IpD,ATIN Refresh, T/RCLK, ROW-demux, COL-demux TBD TBD | mA
Ipp ATTN-W Refresh,T/RCLK, ROW-demux,COL-demux,DQ-demux,1 * WR-SenseAmp,4# ACT-Bank TBD TBD mA
Ibp, ATTN-R Refresh,T/RCLK, ROW-demux,COL-demux,DQ-mux,1®RD-SenseAmp,4 ¢ ACT-Bank # TBD TBD mA
Ipp value RDRAM blocks consuming power @ tcycpp=3.3ns Min Max | Unit
Ipp,PON Self-refresh only for INIT.LSR=0 TBD 1500 uA
Ipp,PONI Self-refresh only for INIT.LSR= 1 TBD 300 uA
IppNAP Refresh, T/RCLK-Nap TBD TBD | mA
IpDSTBY Refresh, T/RCLK, ROW-demux TBD TBD | mA
IpD,ATIN Refresh, T/RCLK, ROW-demux, COL-demux TBD TBD | mA
Ipp ATTN-W Refresh,T/RCLK, ROW-demux,COL-demux,DQ-demux,1 * WR-SenseAmp,4# ACT-Bank TBD TBD mA
Ibp, ATTN-R Refresh,T/RCLK, ROW-demux,COL-demux,DQ-mux,1®RD-SenseAmp,4 ¢ ACT-Bank # TBD TBD mA

a. This does not include the Iy, sink current. The RDRAM dissipates I ® Vg, in each output driver when a logic one is driven.
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Capacitance and Inductance and CMOS pins. The circuit models the load that the

device presents to the Channel.
Figure 59 shows the equivalent load circuit of the RSL

Pad L;
< N DQA,DQB,RQ Pin
% G
FlI
Gnd Pin
Pad L
< N CTM,CTMN,
CFM,CFMN Pin
% G
FlI
Gnd Pin
Pad Licmos
X I SCK,CMD Pin
= Crcmos
Gnd Pin
Pad Licmos
X I S100,S101 Pin
—T—C1,cmos,s10
Gnd Pin
Figure 59: Equivalent Load Circuit for RSL Pins
This circuit does not include pin coupling effects that tance L, and capacitance Cj, a function of neighboring
are often present in the packaged device. Because pins, these parameters are intrinsically data-depen-
coupling effects make the effective single-pin induc- dent. For purposes of specifying the device electrical
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loading on the Channel, the effective L; and C; are
defined as the worst-case values over all specified
operating conditions.

L;is defined as the effective pin inductance based on
the device pin assignment. Because the pad assign-
ment places each RSL signal adjacent to an AC ground
(a Gnd or Vdd pin), the effective inductance must be
defined based on this configuration. Therefore, L;

assumes a loop with the RSL pin adjacent to an AC
ground.

C; is defined as the effective pin capacitance based on
the device pin assignment. It is the sum of the effective
package pin capacitance and the IO pad capacitance.

Table 25: RSL Pin Parasitics

Symbol Parameter and Conditions - RSL pins Min Max Unit

L; RSL effective input inductance 4.0 nH

Ly Mutual inductance between any DQA or DQB RSL signals. 02 nH
Mutual inductance between any ROW or COL RSL signals. 0.6 nH

C; RSL effective input capacitance® 2.0 24 pF

Ciy Mutual capacitance between any RSL signals. - 0.1 pF

ACy Difference in C; value between any RSL pins of a single - 0.04 pF
device.

Ry RSL effective input resistance 5 15 Q

a. This value is a combination of the device IO circuitry and package capacitances.

Table 26: CMOS Pin Parasitics

Symbol Parameter and Conditions - CMOS pins Min Max Unit
L omos CMOS effective input inductance 8.0 nH
Cr,cmos CMOS effective input capacitance (SCK,CMD)? 1.7 21 pF
Cr cMos sto CMOS effective input capacitance (SIO1, SIO0)? - 7.0 pF

a. This value is a combination of the device IO circuitry and package capacitances.
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Edge-Bonded uBGA Package

Figure 60 shows the form and dimensions of the
recommended package for the edge-bonded Chip

Scale Package (CSP) device class.

D g
B CDETFGH]J]KLMNTPTR RT TOP\A ‘B/Ottom
y
1 OO0 0O OO O0O0 D
2
3 ONONONONONONONG D
4 O0000000000O0 0 D
5 ONONONONONONONONONONONONONONOG) by § D
6 OOOOOOOOOOOOOOOﬁ; D
7 OOOﬁOOOOOOOOOO D
el l‘(;i
E1l E
Figure 60: Edge-Bonded uBGA Package
Table 27: Edge-Bonded uBGA Package Dimensions
Table 27 lists the numerical values corresponding to
dimensions shown in Figure 60.
Symbol Parameter Min Max Unit
el Ball pitch (x-axis) 0.75 0.75 mm
e2 Ball pitch (y-axis) 0.75 0.75 mm
A Package body length note? note? -
D Package body width note? note? -
E Package total thickness 0.65 1.20 mm
E1 Ball height 0.20 0.43 mm
d Ball diameter 0.33 0.50 mm
a. Package length and width vary with die size for chip scale packages.
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Center-Bonded uBGA Package

Figure 61 shows the form and dimensions of the
recommended package for the center-bonded CSP
device class.

g
A B CDETFGH ] Top Bottom
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5 ele) |o| 000000 D
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E1l E
_X_ | e o |~ %
Figure 61: Center-Bonded uBGA Package Table 28 lists the numerical values corresponding to
dimensions shown in Figure 61.
Table 28: Center-Bonded uBGA Package Dimensions
Symbol Parameter Min Max Unit
el Ball pitch (x-axis) 1.00 1.00 mm
e2 Ball pitch (y-axis) 0.8 0.8 mm
A Package body length note? note? -
D Package body width note? note? -
E Package total thickness 0.65 1.20 mm
E1 Ball height 0.20 0.43 mm
d Ball diameter 0.33 0.50 mm

a. Package length and width vary with die size for chip scale packages.
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Glossary of Terms

ACT
activate

adjacent

ASYM
ATTN
ATTNR
ATTNW
AV
bank

BC

BBIT
broadcast
BR
bubble

BYT
BX

C
CAL
CBIT

CCA
CCB
CFM,CFMN
Channel
CLRR
CMD
CNFGA
CNFGB
CcoL
CcoL
COLC
COLM

column

command
COLX

Activate command from AV field.
To access a row and place in sense amp.

Two RDRAM banks which share sense
amps (also called doubled banks).

CCA register field for RSL Vo /Vog.

Power state - ready for ROW/COL packets.

Power state - transmitting Q packets.
Power state - receiving D packets.
Opcode field in ROW packets.

A block of ZRBIT-ZCBITstorage cells in the
core of the RDRAM.

Bank address field in COLC packet.

CNFGA register field - # bank address bits.

An operation executed by all RDRAMs.
Bank address field in ROW packets.

Idle cycle(s) on RDRAM pins needed
because of a resource constraint.

CNFGB register field - 8/9 bits per byte.
Bank address field in COLX packet.
Column address field in COLC packet.
Calibrate (I;) command in XOP field.

CNFGB register field - # column address
bits.

Control register - current control A.
Control register - current control B.

Clock pins for receiving packets.
ROW/COL/DQ pins and external wires.
Clear reset command from SOP field.
CMOS pin for initialization/power control.
Control register with configuration fields.
Control register with configuration fields.
Pins for column-access control.
COLC,COLM,COLX packet on COL pins.
Column operation packet on COL pins.
Write mask packet on COL pins.

Rows in a bank or activated row in sense
amps have 2 dualocts column storage.

A decoded bit-combination from a field.

Extended operation packet on COL pins.

controller

cop
core
CTM,CTMN

A logic-device which drives the ROW/COL
/DQ wires for a Channel of RDRAMSs.

Column opcode field in COLC packet.
The banks and sense amps of an RDRAM.

Clock pins for transmitting packets.

current control Periodic operations to update the proper

D

DBL
DC
device
DEVID

DM
doubled-bank
DQ

DQA

DGB

Das

Ior, value of RSL output drivers.
Write data packet on DQ pins.
CNFGB register field - doubled-bank.
Device address field in COLC packet.
An RDRAM on a Channel.

Control register with device address that is
matched against DR, DC, and DX fields.

Device match for ROW packet decode.
RDRAM with shared sense amp.

DQA and DQB pins.

Pins for data byte A.

Pins for data byte B.

NAPX register field - PDN/NAP exit.

DR,DR4T,DR4F Device address field and packet framing

dualoct
DX
field
INIT

initialization

LSR

M

MA
MB
MSK
MVER
NAP
NAPR
NAPRC
NAPXA
NAPXB
NOCOP
NOROP
NOXOP

fields in ROWA and ROWR packets.

16 bytes - the smallest addressable datum.
Device address field in COLX packet.

A collection of bits in a packet.

Control register with initialization fields.

Configuring a Channel of RDRAMs so
they are ready to respond to transactions.

CNFGA register field - low-power self-
refresh.

Mask opcode field (COLM/COLX packet).
Field in COLM packet for masking byte A.
Field in COLM packet for masking byte B.
Mask command in M field.

Control register - manufacturer 1D.

Power state - needs SCK/CMD wakeup.
Nap command in ROP field.

Conditional nap command in ROP field.
NAPX register field - NAP exit delay A.
NAPX register field - NAP exit delay B.
No-operation command in COP field.
No-operation command in ROP field.

No-operation command in XOP field.
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R

NSR
packet
PDN
PDNR
PDNXA
PDNXB

pin efficiency

PRE
PREC
precharge
PRER
PREX
PSX
PSR
PVER

Q

R

RBIT
RD/RDA
read

receive

REFA
REFB
REFBIT

REFP
REFR
refresh

retire

RLX
RLXC
RLXR
RLXX
ROP
row
ROW
ROW
ROWA
ROWR

INIT register field- NAP self-refresh.

A collection of bits carried on the Channel.

Power state - needs SCK/CMD wakeup.
Powerdown command in ROP field.
Control register - PDN exit delay A.
Control register - PDN exit delay B.

The fraction of non-idle cycles on a pin.
PREC.,PRER,PREX precharge commands.
Precharge command in COP field.
Prepares sense amp and bank for activate.
Precharge command in ROP field.
Precharge command in XOP field.

INIT register field - PDN/NAP exit.

INIT register field - PDN self-refresh.
CNFGB register field - protocol version.
Read data packet on DQ pins.

Row address field of ROWA packet.
CNFGB register field - # row address bits.
Read (/precharge) command in COP field.
Operation of accesssing sense amp data.

Moving information from the Channel into
the RDRAM (a serial stream is demuxed).

Refresh-activate command in ROP field.
Control register - next bank (self-refresh).

CNFGA register field - ignore bank bits
(for REFA and self-refresh).

Refresh-precharge command in ROP field.
Control register - next row for REFA.
Periodic operations to restore storage cells.

The automatic operation that stores write
buffer into sense amp after WR command.

RLXCRLXR,RLXX relax commands.
Relax command in COP field.

Relax command in ROP field.

Relax command in XOP field.
Row-opcode field in ROWR packet.
2CBIT gualocts of cells (bank/sense amp).
Pins for row-access control

ROWA or ROWR packets on ROW pins.
Activate packet on ROW pins.

Row operation packet on ROW pins.

RQ
RSL
SAM
SA

SBC
SCK
SD

SDEV
SDEVID
self-refresh
sense amp
SETF
SETR

SINT

S100,S101
SOP
SRD
SRP
SRQ

STBY
SVER
SWR
TCAS
TCLS
TCLSCAS
TCYCLE
TDAC
TEST77
TEST78
TRDLY
transaction

transmit

WR/WRA
write
XOP

Alternate name for ROW/COL pins.
Rambus Signaling Levels.
Sample (I5;) command in XOP field.

Serial address packet for control register
transactions w/ SA address field.

Serial broadcast field in SRQ.
CMOS clock pin..

Serial data packet for control register
transactions w/ SD data field.

Serial device address in SRQ packet.

INIT register field - Serial device ID.
Refresh mode for PDN and NAP.

Fast storage that holds copy of bank’s row.
Set fast clock command from SOP field.
Set reset command from SOP field.

Serial interval packet for control register
read/write transactions.

CMOS serial pins for control registers.
Serial opcode field in SRQ.

Serial read opcode command from SOP.
INIT register field - Serial repeat bit.

Serial request packet for control register
read/write transactions.

Power state - ready for ROW packets.
Control register - stepping version.

Serial write opcode command from SOP.
TCLSCAS register field - t-ag core delay.
TCLSCAS register field - t- g core delay.
Control register - f-5g and tqp g delays.
Control register - t-ycr g delay.

Control register - th, - delay.

Control register - for test purposes.
Control register - for test purposes.
Control register - typyry delay.
ROW,COL,DQ packets for memory access.

Moving information from the RDRAM
onto the Channel (parallel word is muxed).

Write (/precharge) command in COP field.
Operation of modifying sense amp data.

Extended opcode field in COLX packet.

Advance Information
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