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PRELIMINARY

Direct RDRAM"
128/144-Mbit (256Kx16/18x32s)

Overview

The Rambus Direct RDRAM ™ isageneral purpose high-
performance memory device suitable for use in a broad
range of applications including computer memory, graphics,
video, and any other application where high bandwidth and
low latency are required.

The 128/144-Mbit Direct Rambus DRAMs (RDRAM& ) are
extremely high-speed CMOS DRAMSs organized as 8M
words by 16 or 18 bits. The use of Rambus Signaling Level
(RSL) technology permits 600MHz or 800M Hz transfer
rates while using conventional system and board design
technologies. Direct RDRAM devices are capable of
sustained data transfers at 1.25 ns per two bytes (10ns per
Sixteen bytes).

The architecture of the Direct RDRAMs allows the highest
sustained bandwidth for multiple, simultaneous randomly
addressed memory transactions. The separate control and
data buses with independent row and column control yield
over 95% bus efficiency. The Direct RDRAM's thirty-two
banks support up to four simultaneous transactions.

System oriented features for mobile, graphics and large
memory systemsinclude power management, byte masking,
and x18 organization. The two data bits in the x18 organiza-
tion are general and can be used for additional storage and
bandwidth or for error correction.

Features

» Highest sustained bandwidth per DRAM device

- 1.6GB/s sustained data transfer rate

- Separate control and data buses for maximized
efficiency

- Separate row and column control buses for
easy scheduling and highest performance

- 32 banks: four transactions can take place simul-
taneously at full bandwidth data rates

* Low latency features
- Write buffer to reduce read latency
- 3 precharge mechanisms for controller flexibility
- Interleaved transactions

» Advanced power management:
- Multiple low power states allow flexibility in power
consumption versus time to transition to active state
- Power-down self-refresh

» Organization: 1Kbyte pages and 32 banks, x 16/18
- x18 organization alows ECC configurations or
increased storage/bandwidth
- x16 organization for low cost applications

* Uses Rambus Signaling Level (RSL) for up to 800MHz
operation

Figure 1: Direct RDRAM CSP Package

The 128/144-Mbit Direct RDRAMs are offered in a CSP
horizontal package suitable for desktop as well aslow-
profile add-in card and mobile applications.

Direct RDRAMSs operate from a 2.5 volt supply.

Key Timing Parameters/Part Numbers

Organization® I/O Freq. | Core Access Time Part
MHz (ns) Number

256Kx16x32s 600 53 HYRD128C653
256Kx16x32s 800 45 HYRD128C845
256Kx16x32s 800 40 HYRD128C840
256Kx18x32s 600 53 HYRD144C653
256Kx18x32s 800 45 HYRD144C845
256Kx18x32s 800 40 HYRD144C840

a.The ‘32s”designation indicates that this RDRAM core is com-
posed of 32 banks which use a ‘split"bank architecture.
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Direct RDRAM™ 128/144-Mbit (256Kx16/18x32s)

Pinouts and Definitions

Center-Bonded Device

This table shows the pin assignments of the center-bonded
RDRAM package from the top-side of the package (the view

Table 1: Center-Bonded Device (top view)

looking down on the package asit is mounted on the circuit
board). The mechanical dimensions of this package are
shown in alater section. Refer to section " Center-Bonded

UBGA Package" on page 58.

14
13 GND VDD VDD GND
12
11 DQA7 DQA4 CFM CMFN RQ5 RQ3 DQBO DQB4 DQB7
10 GND VDD GND GNDa VDD GND VDD VDD GND
9 CcMD DQAS5 DQA2 VDDa RQ6 RQ2 DQB1 DQB5 slo1
8
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6 SCK DQA6 DQA1 VREF RQ7 RQ1 DQB2 DQB6 SI00
5 VCMOS GND VDD GND GND VDD GND GND VCMOS
4 DQA8 DQA3 DQAO CTMN CTM RQ4 RQO DQB3 DQB8
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Table 2: Pin Description

. # Pins A

Signal 1/0 Type center Description

S101,S100 110 CMOS 2 Serial input/output. Pins for reading from and writing to the control regis-
ters using a serial access protocol. Also used for power management.

CMD | CMOS 1 Command input. Pin used in conjunction with SIO0 and SIO1 for reading
from and writing to the control registers. Also used for power manage-
ment.

SCK | CMOS 1 Serial clock input. Clock source used for reading from and writing to the
control registers.

Vpp 10 Supply voltage for RDRAM core and interface logic.

Vppa 1 Supply voltage for RDRAM analog circuitry.

Vemos 2 Supply voltage for CMOS input/output pins.

GND 13 Ground reference for RDRAM core and interface logic.

GNDa 1 Ground reference for RDRAM analog circuitry.

DQAS8..DQAO 1/0 RSL 9 Data byte A. Nine pins which carry a byte of read or write data between
the Channel and the RDRAM. DQAS8 is not used by RDRAMSs with the
x16 organization.

CFM | RSL 1 Clock from master. Interface clock used for receiving RSL signals from
the Channel. Positive polarity.

CFMN | RSL 1 Clock from master. Interface clock used for receiving RSL signals from
the Channel. Negative polarity.

VREE 1 Logic threshold reference voltage for RSL signals.

CTMN | RSL 1 Clock to master. Interface clock used for transmitting RSL signals to the
Channel. Negative polarity.

CT™M | RSL 1 Clock to master. Interface clock used for transmitting RSL signals to the
Channel. Positive polarity.

RQ7..RQ5 or | RSL 3 Row access control. Three pins containing control and address informa-

ROW2..ROWO0 tion for row accesses.

RQ4..RQO or | RSL 5 Column access control. Five pins containing control and address informa-

CoOL4..CoLo tion for column accesses.

DQB8..DQBO 1/0 RSL 9 Data byte B. Nine pins which carry a byte of read or write data between
the Channel and the RDRAM. DQBS8 is not used by RDRAMSs with the
x16 organization.

Total pin count per package 62
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Direct RDRAM™ 128/144-Mbit (256Kx16/18x32s)
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Figure 2: 128/144 Mbit Direct RDRAM Block Diagram
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General Description

Figure 2 isablock diagram of the 128/144 Mbit Direct
RDRAM. It consists of two major blocks: a core block

built from banks and sense amps similar to those found in
other types of DRAM, and a Direct Rambus interface block
which permits an external controller to access this core at up
to 1.6GB/s.

Control Registers: The CMD, SCK, SIO0, and SIO1
pins appear in the upper center of Figure 2. They are used to
write and read a block of control registers. These registers
supply the RDRAM configuration information to a
controller and they select the operating modes of the device.
The nine bit REFR valueis used for tracking the last
refreshed row. Most importantly, the five bit DEVID speci-
fies the device address of the RDRAM on the Channel.

Clocking: The CTM and CTMN pins (Clock-To-Master)
generate TCLK (Transmit Clock), the internal clock signal
used to transmit read data. The CFM and CFMN pins
(Clock-From-Master) generate RCLK (Receive Clock), the
internal clock signal used to receive write dataand to receive
the ROW and COL pins.

DQA,DQB Pins: These 18 pins carry read (Q) and write
(D) data across the Channel. They are multiplexed/de-multi-
plexed from/to two 72-bit data paths (running at one-eighth
the data frequency) inside the RDRAM.

Banks: The 16Mbyte core of the RDRAM is divided into
two sets of sixteen 0.5Mbyte banks, each organized as 512
rows, with each row containing 64 dualocts, and each
dualoct containing 16 bytes. A dualoct isthe smallest unit of
data that can be addressed.

Sense Amps: The RDRAM contains two sets of 17 sense
amps. Each sense amp consists of 512 bytes of fast storage
(256 for DQA and 256 for DQB) and can hold one-half of
one row of one bank of the RDRAM. The sense amp may
hold any of the 512 half-rows of an associated bank.
However, each sense amp is shared between two adjacent
banks of the RDRAM (except for 0, 15, 16, and 31). This
introduces the restriction that adjacent banks may not be
simultaneously accessed.

RQ Pins: These pins carry control and address informa-
tion. They are broken into two groups. RQ7..RQ5 are aso
called ROW2..ROWO, and are used primarily for controlling
row accesses. RQ4..RQO are aso called COL4..COLO, and
are used primarily for controlling column accesses.

ROW Pins: The principle use of these three pinsisto
manage the transfer of data between the banks and the sense
amps of the RDRAM. These pins are de-multiplexed into a

24-bit ROWA (row-activate) or ROWR (row-operation)
packet.

COL Pins: The principle use of these five pinsisto
manage the transfer of data between the DQA/DQB pinsand
the sense amps of the RDRAM. These pins are de-multi-
plexed into a 23-bit COLC (column-operation) packet and
either a17-bit COLM (mask) packet or a 17-bit COL X
(extended-operation) packet.

ACT Command: An ACT (activate) command from a
ROWA packet causes one of the 512 rows of the selected
bank to be loaded to its associated sense amps (two 256 byte
sense amps for DQA and two for DQB).

PRER Command: A PRER (precharge) command from
an ROWR packet causes the selected bank to release its two
associated sense amps, permitting a different row in that
bank to be activated, or permitting adjacent banks to be acti-
vated.

RD Command: The RD (read) command causes one of
the 64 dual octs of one of the sense ampsto be transmitted on
the DQA/DQB pins of the Channel.

WR Command: The WR (write) command causes a
dualoct received from the DQA/DQB data pins of the
Channel to be loaded into the write buffer. Thereisalso
space in the write buffer for the BC bank addressand C
column address information. The data in the write buffer is
automatically retired (written with optional bytemask) to one
of the 64 dualocts of one of the sense amps during a subse-
guent COP command. A retire can take place during aRD,
WR, or NOCORP to another device, or during aWR or
NOCOP to the same device. The write buffer will not retire
during aRD to the same device. The write buffer reducesthe
delay needed for the internal DQA/DQB data path turn-
around.

PREC Precharge: The RDA and WRA commands are
similar to RD and WR, except that a precharge operation
(PREC) is scheduled at the end of the data transfer. These
commands provide a second mechanism for performing
precharge.

PREX Precharge: After aRD command, or after aWR
command with no byte masking (M=0), aCOLX packet may
be used to specify an extended operation (XOP). The most
important XOP command is PREX. This command provides
athird mechanism for performing precharge.
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Direct RDRAM" 128/144-Mbit (256Kx16/18x32s)

Packet Format

Figure 3 shows the formats of the ROWA and ROWR
packets on the ROW pins. Table 3 describes the fields which
comprise these packets. DRAT and DR4F bits are encoded to
contain both the DR4 device address bit and a framing bit
which alows the ROWA or ROWR packet to be recognized
by the RDRAM.

The AV (ROWA/ROWR packet selection) bit distinguishes
between the two packet types. Both the ROWA and ROWR
packet provide afive bit device address and afive bit bank
address. a ROWA packet uses the remaining bits to specify a
nine bit row address, and the ROWR packet uses the
remaining bitsfor an eleven bit opcode field. Note the use of
the "RsvX" notation to reserve bits for future address field
extension.

Table 3: Field Description for ROWA Packet and ROWR Packet

Field Description

DRAT,DR4F Bits for framing (recognizing) a ROWA or ROWR packet. Also encodes highest device address hit.
DR3..DRO Device address for ROWA or ROWR packet.

BR4..BRO Bank address for ROWA or ROWR packet. RsvB denotes bits reserved for future address extension.
AV Selects between ROWA packet (AV=1) and ROWR packet (AV=0).

R8..RO Row address for ROWA packet. RsvR denotes bits reserved for future row address extension.
ROP10..ROPO Opcode field for ROWR packet. Specifies precharge, refresh, and power management functions.

Figure 3 also shows the formats of the COLC, COLM, and
COLX packets on the COL pins. Table 4 describesthefields
which comprise these packets.

The COLC packet usesthe S (Start) bit for framing. A
COLM or COLX packet is aligned with this COLC packet,
and is also framed by the S bit.

The 23 bit COLC packet has afive bit device address, afive
bit bank address, a six bit column address, and a four bit
opcode. The COLC packet specifies aread or write
command, as well as some power management commands.

Theremaining 17 bits are interpreted asa COLM (M=1) or
COLX (M=0) packet. A COLM packet is used for aCOLC
write command which needs bytemask control. The COLM
packet is associated with the COLC packet from atime tgr
earlier. An COLX packet may be used to specify an indepen-
dent precharge command. It contains afive bit device
address, afive bit bank address, and afive bit opcode. The
COLX packet may also be used to specify some house-
keeping and power management commands. The COLX
packet is framed within a COLC packet but is not otherwise
associated with any other packet.

Table 4: Field Description for COLC Packet, COLM Packet, and COLX Packet

Field Description

S Bit for framing (recognizing) a COL C packet, and indirectly for framing COLM and COL X packets.
DC4..DCO Device address for COLC packet.

BC4..BCO Bank address for COL C packet. RsvB denotes bits reserved for future bank address extension.
C5..CO Column address for COL C packet. RsvC denotes bits reserved for future column address extension.
COP3..COPO Opcode field for COLC packet. Specifies read, write, precharge, and power management functions.
M Selects between COLM packet (M=1) and COLX packet (M=0).

MA7.MAO Bytemask write control bits. 1=write, 0=no-write. MAO controls the earliest byte on DQAS..0.
MB7..MBO Bytemask write control bits. 1=write, 0=no-write. MBO controls the earliest byte on DQBS..0.
DX4..DX0 Device address for COLX packet.

BX4..BX0 Bank address for COLX packet. RsvB denotes bits reserved for future bank address extension.
XOP4..XOPO Opcode field for COLX packet. Specifies precharge, 1, control, and power management functions.

Page 6
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| To T T, T3 | Ts To LET T
| | | | |_| q | | | |_|
CTM/CFM; R R R | CTM/CFM| R R R |
| |
1 1
ROW?2 |[DR4T!DR2|BRO, BR3|RsvR. R8 | R5 | R2 ROW?2 [DR4T! DR2| BRO | BR3 |ROP10ROP8ROP5 ROP2
| |
ROW1 ([DR4F DR1|BR1,BR4|RsvR, R7 | R4 | R1 ROW1 [DR4F. DR1| BR1 | BR4 |ROP9.ROP7.ROP4 ROP1
| |
ROWO (DR3 DRO|BR2RsvB|AV=1] R6 | R3 | RO ROWO (DR3 | DRO|BR2 RsvB|AV=0|[ROP6ROP3ROP0
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b The COLX is aligned
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with the present COLC, indicated

COLM Packet

C C

COLX Packet

with the present COLC,
indicated by the Start

)

by the Start bit (S=1) position.

Figure 3: Packet Formats

bit (S=1) position.
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Direct RDRAM" 128/144-Mbit (256Kx16/18x32s)

Field Encoding Summary

Table 5 shows how the six device address bits are decoded
for the ROWA and ROWR packets. The DR4T and DR4F
encoding merges afifth device bit with aframing bit. When
neither bit is asserted, the device is not selected. Note that a

broadcast operation is indicated when both bits are set.
Broadcast operation would typically be used for refresh and
power management commands. If the deviceis selected, the
DM (DeviceMatch) signal is asserted and an ACT or ROP
command is performed.

Table 5: Device Field Encodings for ROWA Packet and ROWR Packet

DR4T DR4F Device Selection

Device Match signal (DM)

DM issetto0

No packet present

1 1 All devices (broadcast) DMissettol

0 1 One device selected DM issetto 1if {DEVID4..DEVIDO} == {0,DR3..DR0} else DM issetto 0
1 0 One device selected DM issetto 1if {DEVID4..DEVIDO} == {1,DR3..DR0} else DM isset to 0
0 0

Table 6 shows the encodings of the remaining fields of the
ROWA and ROWR packets. A ROWA packet is specified
by asserting the AV bit. This causes the specified row of the
specified bank of this device to be loaded into the associated
sense amps.

An ROWR packet is specified when AV is not asserted. An
11 bit opcode field encodes a command for one of the banks
of this device. The PRER command causes a bank and its
two associated sense amps to precharge, so another row or
an adjacent bank may be activated. The REFA (refresh-acti-
vate) command is similar to the ACT command, except the

row address comes from an internal register REFR, and
REFR isincremented at the largest bank address. The REFP
(refresh-precharge) command isidentical to a PRER
command.

The NAPR, NAPRC, PDNR, ATTN, and RLXR commands
are used for managing the power dissipation of the RDRAM
and are described in more detail in “ Power State Manage-
ment" on page 38. The TCEN and TCAL commands are
used to adjust the output driver slew rate and they are
described in more detail in “ Current and Temperature
Control" on page 43.

Table 6: ROWA Packet and ROWR Packet Field Encodings

ROP10..ROPO Field
DM2 |AV Name Command Description
109 (8 |7 (6 |5 |4 |3 |20
0 - E N e I O T I I [P No operation.
1 1 | Row address ACT Activate row R8..R0 of bank BR4..BRO of device and move deviceto ATTNP,
1 0 |1 |12 (0 |0 [0 |x°|x |x |000 |PRER Precharge bank BR4..BRO of this device.
1 0O |0 |0 |O (1 |1 |0 |O |x [000 | REFA Refresh (activate) row REFR8..REFRO of bank BR4..BRO of device.
Increment REFR if BR4..BRO = 1111 (see Figure 50).
1 0O |12 |0 |2 [0 |1 |O |0 |x |000 |REFP Precharge bank BR4..BRO of this device after REFA (see Figure 50).
1 0 [x |x [0 [0 [0 |O |1 |x |000 |PDNR Move this device into the powerdown (PDN) power state (see Figure 47).
1 0 [x |[x [0 [0 [0 |1 |O |x |000 |NAPR Move this device into the nap (NAP) power state (see Figure 47).
1 0O |x |x |0 |0 |O (1 [1 |x |[000 [ NAPRC |Movethisdeviceintothe nap (NAP) power state conditionally
1 0 [x |x |x |x |x [x |[x |0 |000 | ATTN® |Movethisdeviceinto the attention (ATTN) power state (see Figure 46).
1 0 |x |x |x |x |[x |x [x |1 [000 |RLXR Move this device into the standby (STBY) power state (see Figure 46).
1 0 (0 |0 [0 |[O [0 [O |O |x |001 | TCAL Temperature calibrate this device (see Figure 52).
1 0 (0 |0 [0 |[O [0 [O |O |x |010 |TCEN Temperature calibrate/enable this device (see Figure 52).
1 0O |0 |0 |0 |[O |0 |O (O |O |000 | NOROP |No operation.

aThe DM (Device Match signal) value is determined by the DR4T,DR4F, DR3..DRO field of the ROWA and ROWR packets. See Table 5.

b.The device's power state remains unchanged for a broadcast operation (DR4T/DR4F=1/1).

c.An"x" entry indicates which commands may be combined. For instance, the three commands PRER/NAPRC/RLXR may be specified in one ROP value (11000111000).
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Rev.0.8/Feb.99




Direct RDRAM" 128/144-Mbit (256Kx16/18x32s)

*XWYUNDAI

Table 7 shows the COP field encodings. The device must be
inthe ATTN power state in order to receive COL C packets.
The COLC packet isused primarily to specify RD (read) and
WR (write) commands. Retire operations (moving datafrom
the write buffer to a sense amp) happen automatically. See
Figure 17 for amore detailed description.

The COLC packet can also specify a PREC command,
which precharges a bank and its associated sense amps. The
RDA/WRA commands are equivalent to a RD/WR followed
by a PREC. RLXC (relax) performs a power mode transi-
tion. See  Power State Management™ on page 38.

Table 7: COLC Packet Field Encodings

S |bc4. DCO. a COP3..0 | Name Command Description
(selects device)
o |- |- - No operation.
1 |/=(DEVID4.0) |----- - Retire write buffer of this device.
1 |==(DEVID4.0) |x000° |NOCOP |Retirewritebuffer of thisdevice.
1 |==(DEVIDA4..0) x001 WR Retire write buffer of this device, then write column C5..CO of bank BC4..BCO to write buffer.
1 |==(DEVIDA4..0) x010 RSRV Reserved, no operation.
1 |==(DEVIDA4..0) x011 RD Read column C5..CO of bank BC4..BCO of this device.
1 |==(DEVIDA4..0) x100 PREC Retire write buffer of this device, then precharge bank BC4.BCO (see Figure 14).
1 |==(DEVIDA4..0) x101 WRA Same as WR, but precharge bank BC4..BCO after write buffer (with new data) is retired (see Figure 14).
1 |==(DEVIDA4..0) x110 RSRV Reserved, no operation.
1 |==(DEVIDA4..0) x111 RDA Same as RD, but precharge bank BC4..BCO afterward (see Figure 14).
1 |==(DEVIDA4..0) XXX RLXC Move this device into the standby (STBY) power state (see Figure 46).
a"/=" means not equal, "==" means equal.

b.An "x" entry indicates which commands may be combined. For instance, the two commands WR/RLXC may be specified in one COP value (1001).

Table 8 shows the COLM and COLX field encodings. The
M bit is asserted to specify a COLM packet with two 8 bit
bytemask fields MA and MB. If the M bit is not asserted, an
COLX is specified. It has device and bank address fields,
and an opcode field. The primary use of the COLX packet is
to permit an independent PREX (precharge) command to be

specified without consuming control bandwidth on the ROW
pins. It isalso used for the CAL(calibrate) and CAL/SAM
(calibrate/sample) current control commands (see “ Current
and Temperature Control" on page 43), and for the RLXX
power mode command (see “ Power State Management™ on

page 38).

Table 8: COLM Packet and COLX Packet Field Encodings

M (I?s;:éfsljciz\?ice) XOP4..0 Name Command Description

1 |- - MSK MA/MB bytemasks used by WR/WRA.

0 |/=(DEVID4..0) - - No operation.

0 |==(DEVID4..0) 00000 NOXOP | No operation.

0 |==(DEVID4..0) 1xxx02 PREX Precharge bank BX4..BXO0 of this device (see Figure 14).

0 |==(DEVID4..0) x1xx0 CAL Calibrate (drive) 1o, current for this device (seeFigure 51).

0 |==(DEVID4..0) Xx1x0 SAM Sample (update) 1o, current for this device (seeFigure 51).

0 |==(DEVID4..0) Xxx10 RLXX Move this device into the standby (STBY') power state (seeFigure 46).
0 |==(DEVID4..0) XXXX1 RSRV Reserved, no operation.

aAn "x" entry indicates which commands may be combined. For instance, the two commands PREX/RLXX may be specified in one XOP value (10010).
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Direct RDRAM" 128/144-Mbit (256Kx16/18x32s)

DQ Packet Timing

Figure 4 shows the timing relationship of COLC packets
with D and Q data packets. This document uses a specific
convention for measuring timeinterval s between packets: al
packets on the ROW and COL pins (ROWA, ROWR,
COLC, COLM, COLX) usethetrailing edge of the packet as
areference point, and all packets on the DQA/DQB pins (D
and Q) use the leading edge of the packet as areference
point.

An RD or RDA command will transmit a dualoct of read
data Q atime tcpc later. Thistime includes one to five
cycles of round-trip propagation delay on the Channel. The
tcac parameter may be programmed to onein arange of
values (7, 8,9, 10, 11, or 12 tcy g)- The value chosen
depends upon the number of RDRAM devices on the
Channel and the RDRAM timing bin. See Figure 39 for
more information.

ToTi Ty Ts Ty Ts Te Ty Tg T Tio T1a T12T13 Tua Tis T16T17 Tig Tag TooTar T2o

A WR or WRA command will receive adualoct of write
data D atime toyyp later. Thistime does not need to include
the round-trip propagation time of the Channel since the
COLC and D packets are traveling in the same direction.

When a Q packet follows a D packet (shown in the | eft half
of the figure), agap (tcac -towp) Will automatically appear
between them because the toyp Valueis aways|ess than the
tcac value. There will be no gap between the two COLC
packets with the WR and RD commands which schedule the
D and Q packets.

When a D packet follows a Q packet (shown in the right half
of the figure), no gap is needed between them because the
towp valueisless than the tca ¢ value. However, a gap of
tcac -tewp Or greater must be inserted between the COLC
packets with the RD and WR commands by the controller so
that the Q and D packets may not overlap.

24T25 T26 T27 T28T290 Tao Ta1 T32Tas Tas Tas TagTar Tag Tag Ta0Tar Taz Taz TagTas Tas Tar

PSR
UUUUUUUU WR d1 i UL LR LU LR LR LU L,
: ], fowo . - .
[{roet YV[] \{/\M
CDDC DDUD O AT b .
i t L\ L/ LIS\ || JULS
P R T | T
> » fcac

Figure 4: Read (Q) and Write (D) Data Packet - Timing for tcaoc =7, 8,9, 10, 11, or 12 tcycLE

COLM Packet to D Packet Mapping

Figure 5 shows awrite operation initiated by aWR
command in a COLC packet. If asubset of the 16 bytes of
write data are to be written, then a COLM packet is trans-
mitted on the COL pins atime tgryr after the COL C packet
containing the WR command. The M bit of the COLM
packet is set to indicate that it contains the MA and MB
mask fields. Note that this COLM packet is aligned with the
COLC packet which causes the write buffer to be retired.
See Figure 17 for more details.

If all 16 bytes of the D data packet are to be written, then no
further control information is required. The packet slot that
would have been used by the COLM packet (tg7r after the
COLC packet) is available to be used as an COLX packet.
This could be used for a PREX precharge command or for a

housekeeping command (this case is not shown). The M bit
isnot asserted in an COL X packet and causes all 16 bytes of
the previous WR to be written unconditionally. Note that a
RD command will never need a COLM packet, and will
always be able to use the COL X packet option (aread opera-
tion has no need for the byte-write-enable control bits).

Figure 5 also shows the mapping between the MA and MB
fields of the COLM packet and bytes of the D packet on the
DQA and DQB pins. Each mask bit controls whether a byte
of dataiswritten (=1) or not written (=0).

Page 10
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the M bit of the COLM packet is one.

( D Packet >

T To

e

I
6!D
I
I
I
1
| DB34
1
1
1
1
I
I
I
1
1

DB1 | DB10 | DB19 | DB28
I I I

I | I

I I I

DBO : DB9 :DBlB' DB27

|
I
MBl'

DB36

!

i
|
O
=
|
|
i
’)

. A

.

|
b \‘, .
DA8 | DAL7
I
I
DA7 | DA16 | DA25 | DA34 | DA43 | DAS2 | DAG1 | DAT0

|
L
1
| DAZS
I
I
|

DAl ; DA10 DA28

|
1
1
1
1
I
I
! DA37
1
1
1
|
1

I
I
I
I
I
I
I
|
|
I
I
I
I
I
I
I
|
\
’

A5 | MAG| MA7

. . . . . . . .

<
>
[
<
>
)
<

Figure 5: Mapping Between COLM Packet and D Packet for WR Command
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ROW-to-ROW Packet Interaction

To Ty T2 Ts Ty Ts Tg Ty Tg T T1o T1a T19T13 Taa Tas T16T17 Tas Tag

CTM/CFM
ROW2 ] ROPa a0
..ROWO0 (:

a0 = {Da,Ba,Ra}
b0= {Db,Bb,Rb}

Transaction a: ROPa

Transaction b: ROPb
Figure 6: ROW-to-ROW Packet Interaction- Timing

Figure 6 shows two packets on the ROW pins separated by
an interval tgrpg oy Which depends upon the packet
contents. No other ROW packets are sent to banks
{BaBat1,Ba-1} between packet "a' and packet "b" unless
noted otherwise. Table 9 summarizes the trrpg oy Values
for all possible cases.

Cases RR1 through RR4 show two successive ACT
commands. In case RR1, thereis no restriction since the
ACT commands are to different devices. In case RR2, the
trR restriction applies to the same device with non-adjacent
banks. Cases RR3 and RR4 areillegal (as shown) since bank
Ba needs to be precharged. If a PRER to Ba, Bat+1, or Ba-1
isinserted, trrpe Ay 1Stre (tras to the PRER command,
and tgp to the next ACT).

Cases RR5 through RR8 show an ACT command followed
by a PRER command. In cases RR5 and RR6, there are no
restrictions since the commands are to different devices or to
non-adjacent banks of the same device. In cases RR7 and
RR8, the tgra g restriction means the activated bank must wait
before it can be precharged.

Cases RR9 through RR12 show a PRER command followed
by an ACT command. In cases RR9 and RR10, there are
essentially no restrictions since the commands are to
different devices or to non-adjacent banks of the same
device. RR10aand RR10b depend upon whether a bracketed
bank (Bat+-1) is precharged or activated. In cases RR11 and
RR12, the same and adjacent banks must all wait tgp for the
sense amp and bank to precharge before being activated.

Table 9: ROW-to-ROW Packet Interaction - Rules

Case# ||ROPa |Da |Ba |Ra ||ROPb |Db Bb Rb ||trrDELAY Example
RR1 ACT Da |Ba |Ra ||ACT /=Da | Xxxx X.X ||tPaCKET Figure 11
RR2 ACT Da |(Ba |Ra ||ACT ==Da |/={BaBatlBa1} X.X ||trr Figure 11
RR3 ACT Da |(Ba |Ra ||ACT ==Da |=={BatlBal} X.X ||[trc-illegal unless PRER to Ba/Bat+1/Ba-1 Figure 10
RR4 ACT Da |(Ba |Ra ||ACT ==Da |=={Ba} X.X ||[trc-illegal unless PRER to Ba/Bat+1/Ba-1 Figure 10
RR5 ACT Da |Ba |Ra ||[PRER (/=Da |xxxx X.X ||tPaCKET Figure 11
RR6 ACT Da |Ba |Ra ||PRER [==Da |/={BaBatlBa1} X.X ||tPACKET Figure 11
RR7 ACT Da |Ba |Ra ||PRER [==Da |=={BatlBal} X.X ||tras Figure 10
RR8 ACT Da |Ba |Ra |[|PRER |[==Da |=={Ba} X.X ||tras Figure 10
RR9 PRER |Da |Ba |Ra ||ACT /=Da | Xxxx X.X ||tPACKET Figure 12
RR10 ||PRER |(Da |Ba |Ra |/ACT ==Da |/={BaBat-1,Bat-2} |X.X ||[tpackET Figure 12
RR10a ||PRER |Da |Ba |Ra ||ACT ==Da |=={Bat2} X.X ||[tpacket/trpif Batl is precharged/activated.

RR10b ||PRER |Da |Ba |Ra ||ACT ==Da |=={Ba2} X.X ||[teacket/trpif Ba-1is precharged/activated.

RR11 (|[PRER |(Da |Ba |Ra ||ACT ==Da |=={BatlBal} X.X ||trp Figure 10
RR12 |(|[PRER |(Da |Ba |Ra ||ACT ==Da |=={Ba} X.X ||trp Figure 10
RR13 ||PRER |Da |Ba |Ra |[PRER [/=Da |Xxxxx X.X ||tPaCKET Figure 12
RR14 ||[PRER |Da |Ba |Ra ||PRER |==Da |/={BaBatl,Bal} X. X ||tpp Figure 12
RR15 |[|[PRER |(Da |Ba |Ra |[|[PRER |==Da |=={Batl,Bal} X. X ||tpp Figure 12
RR16 |[|[PRER |(Da |Ba |Ra [([PRER |==Da |==Ba XX ||tpp Figure 12
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ROW-to-ROW Interaction - contin-
ued

Cases RR13 through RR16 summarize the combinations of
two successive PRER commands. In case RR13 thereis no
restriction since two devices are addressed. In RR14, tpp
applies, since the same device is addressed. In RR15 and
RR16, the same bank or an adjacent bank may be given
repeated PRER commands with only the tpp restriction.

Two adjacent banks can't be activated simultaneously. A
precharge command to one bank will thus affect the state of
the adjacent banks (and sense amps). If bank Bais activated
and a PRER is directed to Ba, then bank Bawill be
precharged along with sense amps Ba-1/Ba and Ba/Ba+1. If
bank Bat1 is activated and a PRER is directed to Ba, then
bank Ba+1 will be precharged along with sense amps Ba/
Bat1 and Bat+1/Bat2. If bank Ba-1 is activated and a PRER
is directed to Ba, then bank Ba-1 will be precharged along
with sense amps Ba/Ba-1 and Ba-1/Ba-2.

A ROW packet may contain commands other than ACT or
PRER. The REFA and REFP commands are equivalent to
ACT and PRER for interaction analysis purposes. The inter-
action rules of the NAPR, NAPRC, PDNR, RLXR, ATTN,
TCAL, and TCEN commands are discussed in later sections
(see Table 6 for cross-ref).

ROW-to-COL Packet Interaction

Figure 7 shows two packets on the ROW and COL pins.
They must be separated by an interval tgepg oy Which
depends upon the packet contents. Table 10 summarizes the
trcpeLay Valuesfor al possible cases. Note that if the COL
packet is earlier than the ROW packet, it is considered a
COL-to-ROW packet interaction.

Cases RC1 through RC5 summarize the rules when the
ROW packet has an ACT command. Figure 15 and Figure
16 show examples of RC5 - an activation followed by aread
or write. RC4 isanillegal situation, since aread or write of a
precharged banks is being attempted (remember that for a
bank to be activated, adjacent banks must be precharged). In
cases RC1, RC2, and RC3, thereis no interaction of the
ROW and COL packets.

ToTy To T3 Ty Ts Tg Ty TB To T10T11T12T13 T1a T1s T16T17 Tag T1o
.....................

CTMICFM L [LILILILILLL

(I ROPa a0

ROW2
..ROWO

Transaction a: ROPa
Transaction b: COPb

Figure 7: ROW-to-COL Packet Interaction- Timing

a0 = {Da,Ba,Ra}
bl={Db,Bb,Cbh1}

Cases RC6 through RC10 summarize the rules when the
ROW packet has a PRER command. Thereis either no inter-
action (RC6 through RC8) or anillegal situation with aread
or write of a precharged bank (RC9 and RC10).

The COL pins can also schedule a precharge operation with
aRDA, WRA, or PREC command in a COLC packet or a
PREX command in aCOLX packet. The constraints of these
precharge operations may be converted to equivalent PRER
command constraints using the rules summarized in

Figure 14.

Table 10: ROW-to-COL Packet Interaction - Rules

Case# ||ROPa |Da Ba Ra COPb Db Bb Cbl ||trcDELAY Example
RC1 ACT Da Ba Ra NOCOP,RDretire |/=Da XXXX x.x ||0
RC2 ACT Da Ba Ra NOCOP ==Da XXXX X.X ([0
RC3 ACT Da Ba Ra RD,retire ==Da /={BaBa+1,Ba1} |x.x ||0
RC4 ACT Da Ba Ra RD,retire ==Da =={Bat+1,Ba-1} x.x ||Illega
RC5 ACT Da Ba Ra RD retire ==Da |==Ba X.X ||trcD Figure 15, 16
RC6 PRER |Da Ba Ra NOCOP,RD,retire |/=Da XXXX x.x ||0
RC7 PRER |Da Ba Ra NOCOP ==Da XXXX X.X ([0
RC8 PRER |Da Ba Ra RD,retire ==Da /={BaBa+1,Ba1} |x.x ||0
RC9 PRER | Da Ba Ra RD,retire ==Da =={Bat+1,Ba-1} x.x ||Illega
RC10 |(|PRER |Da Ba Ra RD,retire ==Da ==Ba x.x ||Illega
Rev.0.8/Feb.99 Page 13
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COL-to-COL Packet Interaction

ToTi To T3 T4 Ts T T7 Tg Tg Tio T1a T12T15 Tia T T16Ta7 Tag Tag
o S T R TR T R R T R R,

CTM/CEM

ROW2

~Rowo  JUAMAMAAANANANAAAAAAAAANA
. lcCDELAY |[¢———F——>
COPaal § COPb b1 COPccl

CoL4
..COLO

DQAS..0
DQBS..0

al = {Da,Ba,Cal}
bl ={Db,Bb,Cb1}
cl ={Dc,Bc,Ccl}

Transaction a: COPa
Transaction b: COPb
Transaction c: COPc

Figure 8: COL-to-COL Packet Interaction- Timing

Figure 8 shows three arbitrary packets on the COL pins.
Packets "b" and "c" must be separated by an interval
tcepeL oy Which depends upon the command and address
valuesin al three packets. Table 11 summarizes the
tcepeLay Vaues for all possible cases.

Cases CC1 through CC5 summarize the rules for every situ-
ation other than the case when COPb isa WR command and

COPcisaRD command. In CC3, when aRD command is
followed by a WR command, a gap of tcac -towp must be
inserted between the two COL packets. See Figure 4 for
more explanation of why this gap is needed. For cases CC1,
CC2, CC4, and CCS5, thereisno restriction (tcepe ay IS

tco)-

In cases CC6 through CC10, COPb isa WR command and
COPc isaRD command. The tocpg Ay Value needed
between these two packets depends upon the command and
address in the packet with COPa. In particular, in case CC6
when there is WR-WR-RD command sequence directed to
the same device, a gap will be needed between the packets
with COPb and COPc. The gap will need a COLC packet
with aNOCOP command directed to any devicein order to
force an automatic retire to take place. Figure 18 (right)
provides a more detailed explanation of this case.

Cases CC7, CC8, CC9 and CC10 have no restriction
(tccpeLAy istco)-

For the purposes of analyzing COL-to-COL interactions, the
PREC, WRA, and RDA commands of the COLC packet are
equivalent to the NOCOP, WR, and RD commands. These
commands also cause a precharge operation PREC to take
place. This precharge may be converted to an equivalent
PRER command on the ROW pins using the rules summa-
rized in Figure 14.

Table 11: COL-to-COL Packet Interaction - Rules

Case# ||[COPa | Da Ba |Cal ||COPb Db |Bb |Chl ||COPc Dc Bc Ccl ||tccpeLAY Example
CC1 XXXX XXXXX | X.X [X.X ||[NOCOP |Db |[Bb |Cbl |{xxxx XXXXX | XX | XX ||tee

CC2 XXXX XXXXX | X.X [X.X ||[RDWR |Db [Bb |Cbl [[NOCOP [xxxXX |X.X [|X.X [|tcc

CC3 XXXX XXXXX [ X.X |X.X ||RD Db [Bb |[Cbl |[|WR XXXXX | X.X | X.X ||tccHeac -tewp Figure 4
CC4 XXXX XXXXX [ X.X |[Xx.X ||RD Db |Bb |Cbl ||RD XXXXX | X..X X.X ||tcc Figure 15
CC5 XXXX XXXXX [ X.X | X.X |[|WR Db [Bb |[Cbl |[|WR XXXXX | XX | XX ||tee Figure 16
CCé6 WR ==Db [x X.x [|[WR Db [Bb |[Cbl ||RD ==Db |x.x |X.X ||trTr Figure 18
Ccc7 WR ==Db |Xx X.X |[|WR Db |Bb |Cbl ||RD /[=Db |x.X |X.X ||tcc

Cccs WR /=Db |x X.X |[WR Db |Bb |Cbl ||RD ==Db |[x.x [Xx.X ||tcc

CC9 NOCOP |==Db |x x.X |[[WR Db [Bb (Cbl ||RD ==Db |x.x |X.X ||tcc

CC10 ||RD ==Db [x X.x [|[WR Db [Bb (Cbl ||RD ==Db |x.Xx |X.X ||tcc
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COL-to-ROW Packet Interaction
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coL4 COPa al

..COLO

DQAS..0
DQBS..0

Transaction a: COPa
Transaction b: ROPb

al={Da,Ba,Cal}
b0= {Db,Bb,Rb}

Figure 9: COL-to-ROW Packet Interaction- Timing

Figure 9 shows arbitrary packets onthe COL and ROW pins.
They must be separated by an interval tcrpg oy Which
depends upon the command and address valuesin the
packets. Table 12 summarizes the tcrpg Ay Value for all
possible cases.

Cases CR1, CR2, CR3, and CR9 show no interaction
between the COL and ROW packets, either because one of
the commands is a NOP or because the packets are directed
to different devices or to non-adjacent banks.

Case CR4 isillegal because an already-activated bank isto
be re-activated without being precharged Case CR5isillegal
because an adjacent bank can't be activated until bank Bais
precharged first.

In case CR6, the COL C packet containsa RD command, and
the ROW packet contains a PRER command for the same
bank. The trpp parameter specifies the required spacing.

Likewise, in case CR7, the COLC packet causes an auto-
matic retire to take place, and the ROW packet contains a
PRER command for the same bank. The tgtp parameter
specifies the required spacing.

Case CR8 is labeled "Hazardous" because a WR command
should always be followed by an automatic retire before a
prechargeis scheduled. Figure 19 shows an example of what
can happen when the retire is not able to happen before the
precharge.

For the purposes of analyzing COL-to-ROW interactions,
the PREC, WRA, and RDA commands of the COL C packet
are equivalent to the NOCOP, WR, and RD commands.
These commands also cause a precharge operation to take
place. This precharge may be converted to an equivalent
PRER command on the ROW pins using the rules summa-
rized in Figure 14.

A ROW packet may contain commands other than ACT or
PRER. The REFA and REFP commands are equivalent to
ACT and PRER for interaction analysis purposes. The inter-
action rules of the NAPR, PDNR, and RLXR commands are
discussed in alater section.

Table 12: COL-to-ROW Packet Interaction - Rules

Case# |[COPa |Da |Ba |Cal [[ROPb |Db Bb Rb  ||tcroELAY Example
CR1 NOCOP |Da (Ba |Cal |[[x.x XXXXX XXXX X..X 0

CR2 RD/WR |Da (Ba |[Cal ||x.x /=Da XXXX X..X 0

CR3 RD/WR |Da (Ba |[Cal ||x.x ==Da |/={BaBatl,Bal} |x.Xx 0

CR4 RD/WR |Da |[Ba |Cal ||ACT ==Da =={Ba} X..X Illegal

CR5 RD/WR |Da |Ba |Cal ||ACT ==Da =={Bat1,Ba-1} X..X Illegal

CR6 RD Da |Ba |Cal |[|PRER ==Da |=={BaBatlBal} |x.x ||trpp Figure 15
CR7 retire? Da |Ba |Cal |[|PRER ==Da |=={BaBatlBal} |x.x ||trTp Figure 16
CR8 WRP Da |Ba |Cal |[|PRER ==Da =={BaBat1,Ba1} |x..x 0 Figure 19
CR9 XXXX Da |Ba |Cal NOROP | xxxxx XXXX X..X 0

a.Thisisany command which permits the write buffer of device Dato retire (see Table 7). "Ba" is the bank address in the write b uffer.
b.This situation is hazardous because the write buffer will be left unretired while the targeted bank is precharged. See Figure 19.

Rev.0.8/Feb.99
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ROW-to-ROW Examples

Figure 10 shows examples of some of the the ROW-to-ROW
packet spacings from Table 9. A complete sequence of acti-
vate and precharge commands is directed to a bank. The
RR8 and RR12 rules apply to this sequence. In addition to
satisfying the tga 5 and tgp timing parameters, the separation

between ACT commands to the same bank must also satisfy
the tge timing parameter (RR4).

When a bank is activated, it is necessary for adjacent banks
to remain precharged. As aresult, the adjacent banks will
also satisfy parallel timing constraints; in the example, the
RR7, RR3, and RR11 rules are analogous to the RR8, RR4,

ITO T
CTM/CFM ||

ROW2
..ROWO

COoL4
..COLO

DQAS..0
DQBS..0

T2 T3 Ty Ts T T7 Tg Ty

Tio| Ta T12

and RR12 rules.
a0 = {Da,Ba,Ra}
Same Device Adjacent Bank RR7 al = {Da,Ba+1}
Same Device Same Bank RR8 al = {Da,Ba}
Same Device Adjacent Bank RR3 b0 = {Da,Ba+1,Rb}
| Same Device Same Bank RR4 b0 = {Da,Ba,Rb}
Same Device Adjacent Bank RR11 b0 = {Da,Ba+1}
r Same Device Same Bank RR12 b0 = {Da,Ba}

mmm

PRER al

wmm i

Figure 10: Row Packet Examples

Figure 11 shows examples of the ACT-to-ACT (RR1, RR2)
and ACT-to-PRER (RR5, RR6) command spacings from

Table 9. In genera, the commands in ROW packets may be
spaced an interval tpp ck et apart unless they are directed to

T13 T1a{T1s T16T17 T1g T1g To0T21 Too Tas T24T25 Tas. Tz7TZBT29 Tao Tay T3pTas Tas Tas TagTar Tag Tag Ta0Tar Taz Taz TagTas Tag Tar

the same or adjacent banks or unless they are asimilar
command type (both PRER or both ACT) directed to the

same device.

a0 = {Da,Ba,Ra}

Different Device Any Bank RR1 b0 = {Db,Bb,Rb}
Same Device Non-adjacent Bank | RR2 c0 ={Da,Bc,Rc}

Different Device Any Bank RR5 b0 = {Db,Bb4}
Same Device Non-adjacent Bank | RR6 c0 ={Da,Bc}

ITO .T1 T, T3 .T4 ITs Ts .T7 .TB ‘T“.le.TB 14 IT15IT16IT17IT18IT19IT2qT21IT22IT23IT24 ‘T27'T28IT29 ITso .T31 .T32.T33 TaAIT35IT3q ‘TaglT4qT41IT42IT43'T44ITA5 a6 ITA7I
CTM/C F M ] ] | 1 ] ] ] ] ] ] ] ! | ] ] ] ] 1 ] ] :
ROW?2 ACT a0 Y ACT b0 >O )O U ACT a0 Y PRER b0 )O U ACT a0 Y PRER c0
..ROWO0 | ) ) | ‘ ‘
PACKET[¢——p| | : — tog > | | PACKETI¢——> - tPACKET|[¢——p
coL4 o
.COLO
DQAS..0
DQBS..0

Figure 11: Row Packet Examples
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Figure 12 shows examples of the PRER-to-PRER (RR13,
RR14) and PRER-to-ACT (RR9, RR10) command spacings
from Table 9. The RR15 and RR16 cases (PRER-to-PRER
to same or adjacent banks) are not shown, but are similar to
RR14. In general, the commands in ROW packets may be

spaced an interval tppck et apart unless they are directed to
the same or adjacent banks or unless they are asimilar
command type (both PRER or both ACT) directed to the
same device.

a0 = {Da,Ba}
Different Device Any Bank RR13 b0 = {Db,Bb}
Same Device Non-adjacent Bank | RR14 c0 ={Da,Bc}

Same Device Adjacent Bank RR15 c0 ={Da,Ba+1}
Same Device Same Bank RR16 c0 ={Da,Ba}

Different Device Any Bank RR9 b0 = {Db,Bb,Rb}

- Same Device Non-adjacent Bank | RR10 c0 = {Da,Bc,Rc}

T, .T3 .T4 .T5 To .T7 .TB‘ 3[T1a T1s T16T17 Tag T1o T20To1 Toz Tos Tog T27T28T20 Tao Tay T32Ta3 T34|T35|T3§ T3o T40Ta1 Taz Tas T4aTas [Tas ITA7I

ROW2
..ROWO

PRER a0

toacKET

Figure 12: Row Packet Examples

Row and Column Cycle Description

Activate: A row cycle beginswith the activate (ACT) opera-
tion. The activation process is destructive; the act of sensing
the value of a bit in a bank’s storage cell transfers the bit to
the sense amp, but leaves the original bit in the storage cell
with an incorrect value.

Restore: Because the activation processis destructive, a
hidden operation called restore is automatically performed.
The restore operation rewrites the bits in the sense amp back
into the storage cells of the activated row of the bank.

Read/Write: While the restore operation takes place, the
sense amp may be read (RD) or written (WR) using column
operations. If new datais written into the sense amp, it is
automatically forwarded to the storage cells of the bank so
that the data in the activated row and the datain the sense
amp may remain identical.

Precharge: When both the restore operation and the column
operations are completed, the sense amp and bank are
precharged (PRE). This leaves them in the proper state to
begin another activate operation.

Intervals: The activate operation requires the interval
trep,min to complete. The hidden restore operation requires
theinterval trasmin - trep,min to complete. Column read

and write operations are also performed during the tras min
- trep,min interval (if more than about four column opera-
tions are performed, thisinterval must be increased). The
precharge operation requiresthe interval tgp iy t0
complete.

Adjacent Banks: An RDRAM with an"s" designation
(256K x16/18x32s) indicates it contains "split banks'. This
means it is composed of two groups of banks with double
bank structure where the sense amps are shared between two
adjacent banks except for sense amp 0, 15, 16, and 31. When
arow in abank is activated, the two adjacent sense amps are
connected to (associated with) that bank and are not avail-
able for use by the two adjacent banks. These two adjacent
banks must remain precharged while the selected bank goes
through its activate, restore, read/write, and precharge opera-
tions.

For example (referring to the block diagram of Figure 2), if
bank 5 is accessed, sense amp 4/5 and sense amp 5/6 will
both be loaded with one of the 512 rows (with 512 bytes
loaded into each sense amp from the 1K byte row - 256 bytes
to the DQA side and 256 bytesto the DQB side). While this
row from bank 5 is being accessed, no row may be accessed
in banks 4 or 6 because of the sense amp sharing.

Rev.0.8/Feb.99
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Direct RDRAM™ 128/144-Mbit (256Kx16/18x32s)

Precharge Mechanisms

Figure 13 shows an example of precharge with the ROWR
packet mechanism. The PRER command must occur atime

tras after the ACT command, and atime tgp before the next
ACT command. Thistiming will serve as a baseline aginst
which the other precharge mechanisms can be compared.

a0 = {Da,Ba,Ra}
a5 = {Da,Ba}
b0 = {Da,Ba,Rb}

ToTi To Ts Ty Ts Te Ty Tg To Tio T1a T12T13 Tua Tas T16T17 T1g Tag T20To1 T22 Tos T24Tos Too T27 T28Ta9 Tao Tar 132733 Tas Tas T36Tar Tas Tag T40Tar Taz Taz T4aTas Tag Tar

CTMICFM LI

ROW2
..ROWO

CoL4
..COLO

DQAS..0
DQBS..0

Figure 13: Precharge via PRER Command in ROWR Packet

Figure 14 (top) shows an example of precharge with a RDA
command. A bank is activated with a ROWA packet on the
ROW pins. Then, a series of four dualocts are read with RD
commandsin COL C packets on the COL pins. The fourth of
these commandsis a RDA, which causes the bank to auto-
matically precharge when the final read has been finished.
Thetiming of this automatic prechargeis equivalent to a
PRER command in aROWR packet on the ROW pinsthat is
offset atime topep from the COL C packet with the RDA
command. The RDA command should be treated as a RD
command in a COL C packet as well as a simultaneous (but
offset) PRER command in a ROWR packet when analyzing
interactions with other packets.

Figure 14 (middle) shows an example of precharge with a
WRA command. Asin the RDA example, abank is acti-
vated with a ROWA packet on the ROW pins. Then, two
dualocts are written with WR commands in COL C packets
on the COL pins. The second of these commandsisa WRA,
which causes the bank to automatically precharge when the
final write has been retired. The timing of this automatic
prechargeis equivalent to a PRER command in aROWR
packet on the ROW pinsthat is offset atime toepp from the
COLC packet that causes the automatic retire. The WRA
command should be treated as a WR command in aCOLC
packet as well as a simultaneous (but offset) PRER
command in a ROWR packet when analyzing interactions
with other packets. Note that the automatic retireistriggered
by a COLC packet atime tgrr after the COLC packet with

the WR command unless the second COLC containsa RD
command to the same device. Thisis described in more
detail in Figure 17.

Figure 14 (bottom) shows an example of precharge with a
PREX command in a COLX packet. A bank is activated
with a ROWA packet on the ROW pins. Then, a series of
four dual octs are read with RD commands in COL C packets
on the COL pins. The fourth of these COLC packets
includes a COLX packet with a PREX command. This
causes the bank to precharge with timing equivalent to a
PRER command in a ROWR packet on the ROW pinsthat is
offset atime topep from the COLX packet with the PREX
command.

Page 18
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( COLC Packet: RDA Precharge Offset )

ToTi To Ts Ty Ts Te Ty Tg To Tio T1a T12T13 Tua Tas T16T17 T1g Tag T20Tor T22 Tos T24Tos Too T27 T28Ta9 Tao Tar 132733 Tas Tas T36Tar Tas Tag T40Tar Taz Taz T4aTas Tag Tar

ctieEM LU FLILRLFLELFLFLELRLLFLRLELFEFLEL FLELFLRLEL FLILEL FLELFLRLEL FLELRL FLELFL LR ELIL L

The RDA precharge is equwalent toa PRER command here

..ROWO |

coL4
..COLO
DQAS..0 @ x @ x @ x Q@
DQB8..0
[Transaction a: RD] a0 = {Da,Ba,Ra} al—{Da,Ba,Cal} a2 = {DaBaCaZ}
a3 = {Da,Ba,Ca3} a4 = {Da,Ba,Ca4} a5 = {Da,Ba} |

(COLC Packet: WDA Precharge Offset )

ToTi To Ts Ty Ts Te Ty Tg To Tio T1a T12T13 Tua Tas T16T17 Tig Tag T20To1 T22 Tos T24Tos Too T27 T28Ta9 Tao Tar 132733 Tas Tas T36Tar Tas Tag T40Tar Taz Taz T4aTas Tag Tar

ctieEM LU FLILRLFLELFLFLELRLLFLRLELFEFLEL FLELFLRLEL FLILEL FLELFLRLEL FLELRL FLELFL LR ELIL L

X The WRA precharge (trlggered by the automatlc retlre) is eqUIvaIent toa PRER command here .
ROW?2 ( ACT a0 'S ! A A YA
.ROWO0O |

COL4 Tetire (a1) \lretire (22)
..COLO AR A MSK (al) A MSK (a2)

[Transactiona: WR] a0={DaBaRa} | al={DaBaCal} | a2={DaBaCa2} | a5 = {Da,Ba} |

(COLX Packet: PREX Precharge Offset)

ToTi To Ts Ty Ts Te Ty Tg To Tio T1s T12T13 Tua Tas T16T17 T1g Tag T20Tor T22 Tos T24Tos Tos T27 T28Ta9 Tao Tar 132733 Tas Tas T36Tar Tas Tag T40Tar Taz Taz T4aTas Tag Tar

cteeM L L FLIL L ELELFLFLELRLLFDRLELFEFLEL FLELFLRLEL FLILEL FLELFLFLEL FLELRL FLELFL LR ELILEL

: The PREX precharge command is equwalent to a PRER command here

..ROWO |

COL4 Row ||
..COLO LU *x PREX a5
DQAS..0 a@ X @ X @ X e
DQB8..0 WALV AR AN AN .
[Transactiona: RD] a0 = {Da,Ba,Ra} al = {Da,Ba,Cal} a2 = {Da Ba Ca2}
a3 = {Da,Ba,Ca3} a4 = {Da,Ba,Ca4} a5 = {Da,Ba} |

Figure 14: Offsets for Alternate Precharge Mechanisms
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Direct RDRAM™ 128/144-Mbit (256Kx16/18x32s)

Read Transaction - Example

Figure 15 shows an example of aread transaction. It begins
by activating a bank with an ACT a0 command in a ROWA
packet. A time tgcp later aRD al command isissued in a
COLC packet. Note that the ACT command includes the
device, bank, and row address (abbreviated as a0) while the
RD command includes device, bank, and column address
(abbreviated asal). A time tcp ¢ after the RD command the
read data dualoct Q(al) is returned by the device. Note that
the packets on the ROW and COL pins use the end of the
packet as atiming reference point, while the packets on the
DQA/DQB pins use the beginning of the packet as atiming
reference point.

A time tcc after the first COLC packet on the COL pinsa
second isissued. It contains a RD a2 command. The a2
address has the same device and bank address as the al
address (and a0 address), but a different column address. A
time top ¢ after the second RD command a second read data
dualoct Q(a2) isreturned by the device.

Next, a PRER a3 command isissued in a ROWR packet on
the ROW pins. This causes the bank to precharge so that a
different row may be activated in a subsequent transaction or
so that an adjacent bank may be activated. The a3 address

includes the same device and bank address as the &0, al, and
a2 addresses. The PRER command must occur atime tgas
or more after the original ACT command (the activation
operation in any DRAM is destructive, and the contents of
the selected row must be restored from the two associated
sense amps of the bank during the tga g interval). The PRER
command must also occur atime tgpp Or more after the last
RD command. Note that the tgpp Value shown is greater
than the trpp vy SPecification in Table 21. This transaction
example reads two dualocts, but there is actually enough
timeto read three dual octs before tgpp becomes the limiting
parameter rather than tgas. If four dualocts were read, the
packet with PRER would need to shift right (be delayed) by
three tcy o g (note - this case is not shown).

Finally, an ACT b0 command isissued in a ROWR packet
on the ROW pins. The second ACT command must occur a
timetgc or more after thefirst ACT command and atime tgp
or more after the PRER command. This ensures that the
bank and its associated sense amps are precharged. This
example assumes that the second transaction has the same
device and bank address as the first transaction, but a
different row address. Transaction b may not be started until
transaction a has finished. However, transactions to other
banks or other devices may be issued during transaction a.

ToTi To Ts Ty Ts Te T7 Tg To Tio Tua T12T13 Tua Tis T16T17 Tag Tag T20Tor T22 Tos T24Tos Too T2 T28Ta9 Tao Tar 132733 Tas Tas T36Tar Tas Tag T40Tar Taz Taz TaaTas Tag Tar

cTMICEM LI [LILFLIL LT
“rowo "]

.ROWO |
coL4 AT

.COLO HXHXH

DQAS..0 mm Om Om Oomm C

DQB8.0 UMM L

«— lcac —p

Transaction a: RD a0 = {Da,Ba,Ra}

al={DaBaCal} |

a2 = {Da,Ba,Ca2} | a3 = {Da,Ba} |

Transaction b: xx b0 = {Da,Ba,Rb}

Figure 15: Read Transaction Example
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Write Transaction - Example

Figure 16 shows an example of awrite transaction. It begins
by activating a bank with an ACT a0 command in a ROWA
packet. A time tgcp later aWR al command isissued in a
COLC packet. Note that the ACT command includes the
device, bank, and row address (abbreviated as a0) while the
WR command includes device, bank, and column address
(abbreviated as al). A timetqyyp after the WR command the
write data dualoct D(al) isissued. Note that the packets on
the ROW and COL pins use the end of the packet as atiming
reference point, while the packets on the DQA/DQB pins
use the beginning of the packet as a timing reference point.

A time tcc after the first COLC packet on the COL pinsa
second COL C packet isissued. It contains a WR a2
command. The a2 address has the same device and bank
address as the al address (and a0 address), but a different
column address. A time ty,p after the second WR
command a second write data dualoct D(a2) is issued.

A time tgrg after each WR command an optional COLM
packet MSK (al) isissued, and at the sametimea COLC
packet isissued causing the write buffer to automatically
retire. See Figure 17 for more detail on the write/retire
mechanism. If a COLM packet is not used, al data bytes are
unconditionally written. If the COLC packet which causes

the write buffer to retire is delayed, then the COLM packet
(if used) must also be delayed.

Next, a PRER a3 command isissued in a ROWR packet on
the ROW pins. This causes the bank to precharge so that a
different row may be activated in a subseguent transaction or
so that an adjacent bank may be activated. The a3 address
includes the same device and bank address as the a0, al, and
a2 addresses. The PRER command must occur atime tga g
or more after the original ACT command (the activation
operation in any DRAM is destructive, and the contents of
the selected row must be restored from the two associated
sense amps of the bank during the tga g interval).

A PRER a3 command isissued in a ROWR packet on the
ROW pins. The PRER command must occur atime tgpor
more after the last COL C which causes an automatic retire.

Finally, an ACT b0 command isissued in a ROWR packet
on the ROW pins. The second ACT command must occur a
timetgc or more after thefirst ACT command and atime tgp
or more after the PRER command. This ensures that the
bank and its associated sense amps are precharged. This
example assumes that the second transaction has the same
device and bank address as the first transaction, but a
different row address. Transaction b may not be started until
transaction a has finished. However, transactions to other
banks or other devices may be issued during transaction a.

ToTi Ty T3 T4 Ts Te Ty Tg To Tao Tia T1oTas Tug Tas T16T17 Tas Tao T20T21 Too Tos T24Tas Tos Tor T28Ta Tao Tar T32Tas Tas Tas Ta6Tar Tag Tag Ta0Tar Taz Tas TagTas Tag Tar

CTM/CFM [l [l [l [l [l [l [l [l
ROW?2
..ROWO0
CcoL4 WR a2_Yretire (a1) Y retire (22)
.COLO ! ) MSK (al) A MSK (a2)
o [ERTRIG N i)
poss.o (LN ROCLKRRLRREERELARURIE > =L 2%
DQBS8..0 LU LU UL LU |
I o ftCC;P<'—1CWD—'} '
4— trcp —Pie— lowp
Transaction a: WR| a0 = {Da,Ba,Ra} al={DaBa,Cal} [ a2={DaBaCa2} | a3 = {Da,Ba} |
Transaction b: xx b0 = {Da,Ba,Rb}
Figure 16: Write Transaction Example
Rev.0.8/Feb.99 Page 21
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Direct RDRAM™ 128/144-Mbit (256Kx16/18x32s)

Write/Retire - Examples

The process of writing a dualoct into a sense amp of an
RDRAM bank occursin two steps. The first step consists of
transporting the write command, write address, and write
datainto the write buffer. The second step happens when the
RDRAM automatically retires the write buffer (with an
optional bytemask) into the sense amp. This two-step write
process reduces the natural turn-around delay dueto the
internal bidirectional data pins.

Figure 17 (left) shows an example of this two step process.
Thefirst COLC packet contains the WR command and an
address specifying device, bank and column. The write data
dualoct follows atime tqyyp later. Thisinformationisloaded

ToTi Tp T3 Ty Ts Tg T7 Tg Tg Tio T TipTis Ty T

CTM/CFM

nr (1) No COLC packet (S=0) or
ROW2 (2) COLC packet is|RD to devi\geﬂB[;O ROW2
.ROWO UYL a S U U U U, ROWO
coL4 WR al X:X:X:X:X:X:X retire (al) Xm coL4
.COLO WU IMSK("“) LU .COLO
o [T R
<4 tcwp P

[ Transactiona: WR | al={DaBaCal} |

into the write buffer of the specified device. The COLC
packet which follows atime tgrg later will retire the write
buffer. The retire will happen automatically unless (1) a
COLC packet is not framed (no COLC packet is present and
the Shit is zero), or (2) the COLC packet containsa RD
command to the same device. If the retire does not take place
at time tgrg after the original WR command, then the device
continues to frame COL C packets, looking for the first that
isnot a RD directed to itself. A bytemask MSK(al) may be
supplied in a COLM packet aligned with the COLC that
retires the write buffer at time tgg after the WR command.

The memory controller must be aware of this two-step write/
retire process. Controller performance can be improved, but
only if the controller design accounts for several side effects.

ToTi T T3 Ty Ts T Ty Tg To Tio T1a T12T13 Tia Tas T16T17 Tag Tag T20Tar Too Tas

L e topc — e tcac —
WRal Y RD bl Yretire @Y RD ot "\ VTV
MSK @D L~ UMM
4-.—.—tRTR-.—.-> o

o <BERNEEEEREY
LTI w1
 efewp e TT———

al={Da,Ba,Cal}
bl={Da,Ba,Cal}
c1={Da,Ba,Cal}

Transaction a: WR
Transaction b: RD
Transaction c: RD

Figure 17: Normal Retire (left) and Retire/Read Ordering (right)

Figure 17 (right) shows the first of these side effects. The
first COLC packet has a WR command which loads the
address and data into the write buffer. The third COLC
causes an automatic retire of the write buffer to the sense
amp. The second and fourth COL C packets (which bracket
the retire packet) contain RD commands with the same
device, bank and column address as the original WR
command. In other words, the same dualoct address that is
written isread both before and after it isactually retired. The
first RD returns the old dualoct value from the sense amp
before it is overwritten. The second RD returns the new
dualoct value that was just written.

Figure 18 (left) shows the result of performing a RD
command to the same device in the same COL C packet slot
that would normally be used for the retire operation. The
read may be to any bank and column address; all that matters
isthat it isto the same device as the WR command. The

retire operation and MSK (al) will be delayed by atime
tpackeT s aresult. If the RD command used the same bank
and column address as the WR command, the old data from
the sense amp would be returned. If many RD commands to
the same device were issued instead of the single one that is
shown, then the retire operation would be held off an arbi-
trarily long time. However, once aRD to another device or a
WR or NOCOP to any deviceisissued, the retire will take
place. Figure 18 (right) illustrates a situation in which the
controller wants to issue a WR-WR-RD COL C packet
sequence, with all commands addressed to the same device,
but addressed to any combination of banks and columns.

Page 22
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*XWYUNDAI

Write/Retire Examples - continued

The RD will prevent aretire of the first WR from automati-
cally happening. But the first dualoct D(al) in the write
buffer will be overwritten by the second WR dualoct D(b1)

Therefore, it isrequired in this situation that the controller

issue a NOCOP command in the third COLC packet,

if the RD command isissued in the third COLC packet.

CTM/CFM

ROW2
..ROWO

CoL4
..COLO

DQAS..0
DQBS..0

Figure 19 shows a possibleresult when aretireis held off for
along time (an extended version of Figure 18-left). After a
WR command, a series of six RD commands are issued to
the same device (but to any combination of bank and column
addresses). In the meantime, the bank Ba to which the WR

ToTi To Ts Ty Ts Te Ty Tg To Tio T1a T12T13 Tug Tis T1T17 Tag Tag T2oT

"The retire operation for a write canbe
__held off by a read to tlhelsamel deyi(;e o

«— tc

SRR
WRal YV RD B Yretire a1
| MSK (al)

4"* tRTR + tPACKET’_"

< tewp

G DQAS..0
DQBS..0

Transaction a: WR

al={Da,Ba,Cal}

Transaction b: RD

bl= {Da,Bb,Cb1}

CTM/CFM

delaying the RD command by atime of tppcker. This Situa-
tion isexplicitly shown in Table 11 for the case in which

tcepeLAY iSequal to tryg.

ToTy To T3 Ty Ts T Ty Ts To T1o T11T12T13 T1a T1s T16T17 T1s T1e Tog

WR bl

retire (al)

MSK (al)

< tewp

D(al) x D(b1) HM

Transaction a: WR

al={Da,Ba,Cal}

Transaction b: WR

bl= {Da,Bb,Cb1}

Transaction ¢c: RD

c1={Da,Bc,Ccl}

Figure 18: Retire Held Off by Read (left) and Controller Forces WWR Gap (right)

command was originally directed is precharged, and a

different row Rc is activated. When the retire is automati-
cally performed, it is made to this new row, since the write

CTM/CFM '

ROW2
..ROWO

buffer only contains the bank and column address, not the
row address. The controller can insure that this doesn't
happen by never precharging a bank with an unretired write
buffer. Note that in a system with more than one RDRAM,
there will never be more than two RDRAMs with unretired

write buffers. Thisis because a WR command issued to one

device automatically retires the write buffers of all other
devices written atime tgTr before or earlier.

To T1 Tz Ts T4 T5 Ts T7 TB Te Tm T11T12T13 TlA T15 T16T17 T1s T19 TZOT21 T2 T23 T24T25 Tas T27 T28T29 Tao T31 T32T33 TsA T35 T36T37 Tag T39 T4OT41 TAQ TA3T44TA5 TAG TA7

(' ACT a0

. . The retire operation puts the’

wrlte dta in the new row

coL4 retire (al)
.COLO LU MSK (al) L
— trTR T >
DQAS..0 mmm Qb X Q62 x q63) x Q (b4) x Qb5 | ot
DQBS..0 LA . |
< toywp —P
[Transaction a: WR a0 = {Da,Ba,Ra} al = {Da,Ba,Cal} a2 = {Da,Ba} ~ WARNING
[Transaction b: RD| b1 = {Da,Bb,Cb1} b2 = {Da,Bb,Cb2} b3= {Da,Bb,Ch3} This sequence is hazardous
b4 = {Da,Bb,Cb4} b5 = {Da,Bb,Cb5} b6 = {Da,Bb,Cb6} and must be used with caution
[Transaction c: WR|  ¢0 = {Da,Ba,Rc}
Figure 19: Retire Held Off by Reads to Same Device, Write Buffer Retired to New Row
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Direct RDRAM™ 128/144-Mbit (256Kx16/18x32s)

Interleaved Write - Example

Figure 20 shows an example of an interleaved write transac-
tion. Transactions similar to the one presented in Figure 16
are directed to non-adjacent banks of asingle RDRAM. This
allows anew transaction to be issued once every tgg interval
rather than once every trc interval (about four times more
often). The DQ data pin efficiency is 100% with this
seguence.

With two dualocts of datawritten per transaction, the COL,
DQA, and DQB pinsarefully utilized. Banks are precharged

using the WRA autoprecharge option rather than the PRER
command in a ROWR packet on the ROW pins.

In this example, the first transaction is directed to device Da
and bank Ba. The next three transactions are directed to the
same device Da, but need to use different, non-adjacent
banks Bb, Bc, Bd. So there is no bank conflict. The fifth
transaction could be redirected back to bank Ba without
interference, since the first transaction would have
completed by then (tgc has elapsed). Each transaction may
use any value of row address (Ra, Rb, ..) and column address
(Cal, Ca2, Chl, Cb2, ...).

CTM/CFMI 1 1 1 1 1 1 1 [l 1 1 1 [ [ 1 [l 1 1 1 ' 1 1 [ 1 1 1 1 1 1 1 [l 1 1 1 ' 1 1 1 :

D e gy Transactionecan use the

oo ‘: : : oo : : : — 1 RC I‘ : : ! ' : : : v v P /same bank as transaction a

ROW2 ACT a0 mm ACT b0 mm ACT c0 mm ACT do mm ACT eo™ V1 X ACT f0 Xm

..ROWO i {l 1 " { " " i " i i i i {l il 1 {

&— trcp—P| e  e—— g

coL4 WRz1 YWRAz2 Y WRal YWRAa2 ¥ WRbl VWRAD2 Y WRcl YWRAc2 Y WRdl YWRAd2 Y WRel Y WRAE
_COLO MSK (y1) AMSK (y2) f MSK (z1) k MSK (z22) A MSK (al) A MSK (a2) A MSK (b1) A MSK (b2) \ MSK (c1) A MSK (c2) A MSK (d1) A MSK (d

.lllll::l.:l:<-$—t'c\',\,|'3—i->llllllll:lll:lllllllllll:lll;

DQAS8..0 D (x2) x D (y1) x D (y2) x D (z1) x D (z2) D (al) x D (a2) x D (b1) x D (b2) x D(c1) x D (c2) x D (d1) x:
DQB8..0

Transaction y: WR

IyO = {Dé, Bla+l4,Ry}l

v1={DaBa+t4.Cyl}

y2= {Da.Ba+4.Cy2}

Transaction zz WR

20 = {Da,Ba+6,Rz}

z1 ={Da,Ba+6,Cz1}

z2= {Da,Ba+6,Cz2}

Transaction a: WR

a0 = {Da,Ba,Ra}

al = {Da,Ba,Cal}

a2={Da,Ba,Ca2}

Transaction b: WR

b0 = {Da,Ba+2,Rb}

bl={Da,Ba+2,Cbl}

b2= {Da,Ba+2,Cb2}

Transaction c: WR c0 = {Da,Ba+4,Rc} cl ={Da,Ba+4,Ccl} c2={Da,Ba+4,Cc2}
Transactiond: WR | d0={Da,Ba+6,Rd} | di={Da,Ba+6,Cdl} | d2={Da,Ba+6,Cd2}
Transaction e: WR e0 = {Da,Ba,Re} el ={Da,Ba,Cel} e2={Da,Ba,Ce2}

Transaction f: WR

f0 = {Da,Ba+2,Rf}

fl = {Da,Ba+2,Cf1}

f2= {Da,Ba+2,Cf2}

Figure 20: Interleaved Write Transaction with Two Dualoct Data Length

Interleaved Read - Example

Figure 21 shows an example of interleaved read transac-
tions. Transactions similar to the one presented in Figure 15
are directed to non-adjacent banks of asingle RDRAM. The
address sequenceisidentical to the one used in the previous
write example. The DQ data pin efficiency is also 100%.
The only difference with the write example (aside from the
use of the RD command rather than the WR command) is
the use of the PREX command in a COLX packet to
precharge the banks rather than the RDA command. Thisis
done because the PREX is available for aread transaction
but is not available for a masked write transaction.

Interleaved RRWW - Example

Figure 22 shows a steady-state sequence of two-dualoct RD/
RD/WR/WR.. transactions directed to non-adjacent banks of
asingle RDRAM. Thisissimilar to theinterleaved write and
read examplesin Figure 20 and Figure 21 except that bubble

cycles need to be inserted by the controller at read/write
boundaries. The DQ data pin efficiency for the examplein
Figure 22 is 32/38 or 84%. If there were more RDRAMson
the Channel, the DQ pin efficiency would approach 32/34 or
94% for the two-dualoct RRWW sequence (this case is not
shown).

In Figure 22, the first bubble type tcg g1 is inserted by the
controller between a RD and WR command on the COL
pins. This bubble accounts for the round-trip propagation
delay that is seen by read data, and is explained in detail in
Figure 4. This bubble appears on the DQA and DQB pins as
tppup1 between awrite data dual oct D and read data dual oct
Q. This bubble aso appears on the ROW pins as trg 1.
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ToTi To Ts Ty Ts Te Ty Tg To Tio T1a T12T13 Tua Tas T16T17 T1g Tag T20Tar T22 Tos T24Tos Too T27 T28Ta9 Tao Tar 132733 Tas Tas T36Tar Tas Tag T40Tar Taz Taz T4aTas Tag Tar

CTM/CFM : ' ' ' ' ' ' ' 1 ' ' ' 1 ' ' ' 1 ' ' ' ' ' ' 1 ' ' ' [ ' ' ' [ 1 1 1 1 1 1 1 [ 1 1 1 ' 1 1 1 :
L b L b e e v/ Transaction e can use the

Lo ¢ trc O ——————®/ same bank as transaction a

ROW?2 m ACT a0 mm ACT b0 mm ACT c0 mm ACT do mm ACVﬁ mx ACT 0 Xm
..ROWO Il { i i 1 i { i i {l i i i i i i il 1 {
P €= tgep— L =t

coL4 RD z1 RD z2 RD al RD a2 RD b1l RD b2 RD cl RD c2 RD d1 RD d2 RD el RD e2
_COLO PREX y3 PREX 23 PREX a3 PREX b3 PREX C3 PREX ¢
lllllll:l:ll:4—.—.—tCAC—.—.->llllll:llllllllllll:ll:lll.
DQAS..0 Q (x2) X Q(y1) X Q(y2) X qG X Q@) Y Q@ X Q(a2) X Q(b1) X Q (b2) X Q(cl) X Q(c2) X Q(dy)
DQB8..0 L)) :

Transaction y:

y0 = {Da,Ba+4,Ry}

yl ={Da,Ba+4,Cyl1}

y2= {Da,Ba+4,Cy2}

y3 = {Da,Ba+4}

Transaction z:

20 = {Da,Ba+6,Rz}

z1 ={Da,Ba+6,Cz1}

z2= {Da,Ba+6,Cz2}

z3 ={Da,Ba+6}

Transaction a:

a0 = {Da,Ba,Ra}

al = {Da,Ba,Cal}

a2={Da,Ba,Ca2}

a3 = {Da,Ba}

Transaction b: RD b0 = {Da,Ba+2,Rb} bl ={Da,Ba+2,Cbhl} | b2={Da,Ba+2,Ch2} b3 = {Da,Ba+2}
Transaction c: RD c0 = {Da,Ba+4,Rc} cl ={Da,Ba+4,Ccl} c2={Da,Ba+4,Cc2} c3 ={Da,Ba+4}
Transaction d: RD d0 ={Da,Ba+6,Rd} | di1={Da,Ba+6,Cdl} | d2={Da,Ba+6,Cd2} d3 = {Da,Ba+6}
Transaction e: RD €0 = {Da,Ba,Re} el = {Da,Ba,Cel} e2={Da,Ba,Ce2} e3 = {Da,Ba}

Transaction f: RD fO0 = {Da,Ba+2,Rf} f1 ={Da,Ba+2,Cf1} f2= {Da,Ba+2,Cf2} f3 ={Da,Ba+2}

Figure 21:

The second bubble type tcg g2 isinserted (asa NOCOP
command) by the controller between aWR and RD
command on the COL pins when thereisa WR-WR-RD

Interleaved Read Transactions with Two Dualoct Data Length

explained in detail in Figure 18. There would be no bubbleif
address c0 and address dO were directed to different devices.
This bubble appears on the DQA and DQB pins as tpgyp2

sequence to the same device. This bubble enables write data
to beretired from the write buffer without being lost, and is

between awrite data dualoct D and a read data dualoct Q.
This bubble also appears on the ROWA pins as tgggo-

ToTi To T3 Ty Ts Te Ty Tg To Tio T1a T12Ti3 Taa Tas T16T17 T1s Tao T20T21 Too Tos T24Tos Toe Tor T28Too Tao Tar T32Tas Taa Tas T36Ta7 Tag Tao T40Tar Taz Tas T4 Tas Tas Tar

CTM/CFM 1 1 1 1 1 1 1 1 [ 1 1 1 [ 1 1 1 [ 1 1 1 1 1 1 1 [ 1 1 1 [ 1 1 1 [ 1 1 1 1 1 1 1 [ 1 1 1 [ 1 1 1 :
llllllllll'l"!!"llllll!lll'lt"l'l.Transactuonecanusethe
G e e v tRBUBl: R A : SBUE?ZI__" ' 'samebankasf\'\ansactlona
ROW?2 m ACT a0 ACT b0 W ACT c0 ACT d0 A\iTeO X}
.ROWO |l s UL )
- tehugs | L e tepusl L le—toBUB2—p| |1
coL4 RD z1 RD z2 RD al RD a2 WRbl YWRAD2 { WRc1 Y WRAc2 Y Nocop Y Nocop | RDd1
.COLO PREX z3 } |\ /| | kMSK (y2) | PREX a3 )| MSK (b1) A MSK (b2) } MSK (c1) | MSK (c2)
tD'BUB'lq,}q.Ht?B:Uéz:_}ll!.l.llll:lll!lll!ll.llll:'tD'BUB'l<:~<
DQAS8..0 D2 m VY Q (1) X Q@) X Q@Y X Q (a2 X D (b1) X D (b2) X D (c1) X D (c2) WD@
DQBS8..0 \ LA NANAN I
Transaction y: WR y0 {Da Ba+4 Ry} yl {Da Ba+4 Cyl} y2 {Da Ba+4 Cy2} y3 {Da Ba+4}
Transaction z: RD z0 = {Da,Ba+6,Rz} z1 ={Da,Ba+6,Cz1} z2= {Da,Ba+6,Cz2} z3 ={Da,Ba+6}
Transaction a: RD a0 = {Da,Ba,Ra} al ={Da,Ba,Cal} a2= {Da,Ba,Ca2} a3 ={Da,Ba}
Transaction b: WR b0 ={Da,Ba+2,Rb} | bl={Da,Ba+2,Cbl} | b2={Da,Ba+2,Ch2} b3 = {Da,Ba+2}
Transaction c: WR c0 = {Da,Ba+4,Rc} cl ={Da,Ba+4,Ccl} c2={Da,Ba+4,Cc2} c3 ={Da,Ba+4}
Transaction d: RD d0 = {Da,Ba+6,Rd} | d1={Da,Ba+6,Cdl} | d2={Da,Ba+6,Cd2} d3 = {Da,Ba+6}
Transaction e: RD €0 = {Da,Ba,Re} el ={Da,Ba,Cel} e2={Da,Ba,Ce2} e3 ={Da,Ba}
Transaction f: WR f0 = {Da,Ba+2,Rf} f1 ={Da,Ba+2,Cf1} f2= {Da,Ba+2,Cf2} f3 = {Da,Ba+2}
Figure 22: Interleaved RRWW Sequence with Two Dualoct Data Length
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Control Register Transactions SCK (serial clock) and CMD (command) are driven by the
controller to all RDRAMsin paralel. SIO0 and SIO1 are

The RDRAM hastwo CMOS input pins SCK and CMD and connected (in adaisy chain fashion) from one RDRAM to
two CMOS input/output pins SIO0 and SIO1. These provide the next. In normal operation, the dataon SIOO is repeated
serial access to a set of control registersin the RDRAM. on SI01, which connects to SIOO0 of the next RDRAM (the
datais repeated from SIO1 to SIOO0 for aread data packet).

Th ntrol registers provide configuration information to .
ese control registers provi g The controller connects to SIO0 of the first RDRAM.

the controller during the initialization process. They also
allow an application to select the appropriate operating mode
of the RDRAM.

sCk T4 Tao T3e Ts2 Teg .
0000
CMD next trlanslacticl)n
| ] 1
( 11120000 00000000...00000000 00000000...00000000 00000000...00000000 00000000...00000000 1111 :CO
A4 ‘ ‘ ‘ 0
SI00
1
OOO[X SRQ - SV\‘/R command ‘SA ‘SD S‘INT 0
! Each packet is repeated |
Siol from S100 to SIO1 1

SRQ - SWR command SA SD SINT
I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I o

Figure 23: Serial Write (SWR) Transaction to Control Register

Write and read transactions are each composed of four packet contains a 12 bit address for selecting a control
packets, as shown in Figure 23 and Figure 24. Each packet register.

consists of 16 bits, as summarized in Table 13 and Table 14.
The packet bits are sampled on the falling edge of SCK. A
transaction begins with a SRQ (Serial Request) packet. This
packet isframed with a 11110000 pattern on the CMD input
(note that the CMD bits are sampled on both the falling edge
and the rising edge of SCK). The SRQ packet contains the
SOP3..SOPO (Serial Opcode) field, which selects the trans-
action type. The SDEV4..SDEVO (Serial Device address)
selects one of the 32 RDRAMSs. If SBC (Serial Broadcast) is
set, then all RDRAMSs are selected. The SA (Serial Address)

A write transaction has a SD (Serial Data) packet next. This
contains 16 bits of data that is written into the selected
control register. A SINT (Serial Interval) packet islast,
providing some delay for any side-effects to take place. A
read transaction has a SINT packet, then a SD packet. This
provides delay for the selected RDRAM to access the
control register. The SD read data packet travelsin the oppo-
site direction (towards the controller) from the other packet
types. The SCK cycle time will accomodate the total delay.

e i

CMD nelxt trlanslaction —

( 111140000 00000000...00000000 00000000...00000000 00000000...00000000 00000000...00000000
T | addressed RDRAM drives controller drives 0
S100 0/SD15..SD0/0 on SIO0 00on SI00
| ] I I A\ NN 1

o
AT PRI
non-addresse RAMs pass

0/SD15..5D0/0 from S 0 SI00
| A
SRQ - SRD command SA SINT (S;X Na SI? \
| | |

L
OOO[X SRQ - SR‘D command ‘SA S‘INT
T
S101

First 3 packets are repeated |
from SI100 to SIO1

Figure 24: Serial Read (SRD) Transaction to Control Register
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Control Register Packets

Table 13 summarizes the formats of the four packet typesfor
control register transactions. Table 14 summarizes the fields
that are used within the packets.

Figure 25 shows the transaction format for the SETR,
CLRR, and SETF commands. These transactions consist of a

VY|

VY

>
»
>
-

SCK

CMD C(

fif

f

00000000...

00000000

single SRQ packet, rather than four packets like the SWR
and SRD commands. The same framing sequence on the
CMD input is used, however. These commands are used
during initialization prior to any control register read or
write transactions.

SI00

sio1 QOQ@

LA

%RQ packet - SETR/CLRR/SETFX

—
= =

\

The packet is repeated
from S100 to SIO1

v
SRQ packet - SETR/CLRR/SETF

| I—
—
o

oo

Figure 25: SETR, CLRR, SETF Transaction

Table 13: Control Register Packet Formats
SCK SIO0 or SIO0 or SIO0 or SIO0 or SCK SIO0 or SIO0 or SIO0 or SIO0 or
Cycle S101 S101 S101 S101 Cycle S101 S101 S101 S101
for SRQ for SA for SINT for SD for SRQ for SA for SINT for SD
0 rsrv rsrv 0 SD15 8 SOP1 SA7 0 SDh7
1 rsrv rsrv 0 SD14 9 SOPO SA6 0 SD6
2 rsrv rsrv 0 SD13 10 SBC SA5 0 SD5
3 rsrv rsrv 0 Sbh12 11 SDEV4 SA4 0 Sb4
4 rsrv SAll 0 SD11 12 SDEV3 SA3 0 SD3
5 SDEV5 SA10 0 SD10 13 SDEV2 SA2 0 Sbh2
6 SOP3 SA9 0 SD9 14 SDEV1 SA1 0 SD1
7 SOP2 SA8 0 SD8 15 SDEVO SAO 0 SDO
Table 14: Field Description for Control Register Packets
Field Description
rsrv Reserved. Should be driven as"0" by controller.
SOP3..SOPO 0000 - SRD. Serial read of control register { SA11..SA0} of RDRAM { SDEV5..SDEV0}.
0001 - SWR. Serial write of control register { SA11..SAC} of RDRAM { SDEV5..SDEV(}.
0010 - SETR. Set Reset hit, all control registers assume their reset values.? 16 tgcy ¢ g delay until CLRR command.
0100 - SETF. Set fast (normal) clock mode.
1011 - CLRR. Clear Reset bit, al control registers retain their reset values.2 4 tgcy o g delay until next command.
1111 - NOP. No serial operation.
0011, 0101-1010, 1100-1110 - RSRV. Reserved encodings.
SDEVS5..SDEVO Serial device. Compared to SDEVID5..SDEVIDO field of INIT control register field to select the RDRAM to which the transac-
tion isdirected.
SBC Serial broadcast. When set, RDRAMs ignore { SDEV5..SDEV0} for RDRAM selection.
SA11..SA0 Serial address. Selects which control register of the selected RDRAM isread or written.
SD15..SD0 Serial data. The 16 bits of data written to or read from the selected control register of the selected RDRAM.

aThe SETR and CLRR commands must always be applied in two successive transactions to RDRAMs; i.e. they may not be used in isolation. Thisis called "SETR/CLRR Reset".

Rev.0.8/Feb.99
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Initialization

To Tig
j 1
SN L
0
1
CMD G(:CCC(MOO 00000000...00000000 X:X:)
0
[ 1
SI100 \Hm i 0000000000000000 Xﬂm
X- The packet is repeated 0
from SI100 to SIO1
A '
SI01 \M 0000000000000000 W
0
T T T T T T 7

Figure 26: SIO Reset Sequence

Initialization refers to the process that a controller must go
through after power is applied to the system or the system is
reset. The controller prepares the RDRAM sub-system for
normal Channel operation by using a sequence of control
register transactions on the serial CMOS pins.

Thefirst step in this sequenceis to assign unique serial
device addresses to al the RDRAMSs. Thisis done with
Algorithm InitDev, shown in the opposite column. The
controller assumesthat there are no morethat "N" RDRAMSs
on the Channel (the Channel maximum is 32, but some
applications may have alower limit).

First, the SIO0 and SIO1 pin directionality is established
with the sequence in step 1. Then the controller assigns the
SDEVID to al the RDRAMSs on the Channel by doing the
operations given in step 2 to 6. In step 2, the SDEVID fields
in al RDRAMSs are set to their maximum values and the
SIO0-to-SIO1 links are broken in all RDRAMS, so the
controller isonly talking to the first RDRAM. Next, the loop
index INDX isinitialized (step 3). In step 4, the SDEVID
field isloaded with the INDX value, and the SRP bit is set to
make the next RDRAM accessible. In step 5, the INDX
value isincremented, and in step 6, steps4 and 5 are
repeated for the remaining RDRAMs. Next the controller
resetsthe INDX valuein step 7 and performsa SETR/CLRR
reset in step 8,9,10,11. In step 12 and 13, the INDX valueis
incremented and the SETR/CLRR reset is directed to the
next RDRAM on the Channel. This reset sequenceis
repeated until the INDX value reaches“N”. In step 14, a
broadcasted SETF command establishs the normal clock
frequency. See Figure 25 for the format of SETR, CLRR,
and SETF transactions.

Finally, it will be necessary for the controller to force a
200ns pause interval to allow the RDRAM core timing

circuitsto stabilize. All banks of all RDRAMs must also be
accessed twice. An accessis an activate (ACT) and a
precharge (PRE) command. This may be accomplished with
the refresh commands.

At this point, Algorithm InitDev is complete and all
RDRAMSs have a unique device address SDEVID5..0 for
control register transactions. Note that the SDEVID address
value of an RDRAM indicates its position in the daisy-
chained CMOS seria pins. Thiswill not necessarily be the
samevalue asthe DEVID register which isused for memory
transactions. The next steps taken by the controller will vary
depending upon the application, so only arough outline can
be given here.

Algorithm InitDev: Assign SDEVID Device Addresses

1. Issue SIO Pin Initialization sequence (see Figure 26).

2. Issueoneregister write transaction:
* SOP3..SOP0 = 0001 (SWR command)
*SBC =1 (broadcast)
*SDEVS5..SDEV0 = 000000 (don't care).
*SA11..SA0 =021 14 (INIT control register).
+SD15..SD0 = 401f 15 (SRP<=0, SDEVID<=3f ).

3. Set INDX5..INDXO0 to 000000,. INDX isacounter in the
Controller which acts as aloop index.

4. Issueoneregister write transaction (SRP<=1, SDEVID<=INDX):
* SOP3..SOP0 = 0001 (SWR command)
*SBC = 0 (non-broadcast)
«SDEV5..SDEV0 =111111.
*SA11..SA0 =021 14 (INIT control register).
*SD15..SD0 ={0,, INDX5, 00000100,, INDX4..INDXO}.

5. Increment INDX5..INDXO.
6. Repeat Steps (4) and (5) an additional (N-1) times.

7. Set INDX5..INDXO to 000000,. INDX isacounter in the
Controller which acts as aloop index.

8.  Issueone SETR transaction:
*SOP3..SOP0 = 0010 (SETR command)
*SBC = 0 (non-broadcast)
«SDEV5..SDEVO = INDX5..INDXO.

9.  Wait 16 SCK cycles.

10. Issueone CLRR transaction:
*SOP3..SOP0 = 1011 (CLRR command)
*SBC = 0 (non-broadcast)
*«SDEV5..SDEVO = INDX5..INDXO.

11. Wait 4 SCK cycles.
12. Increment INDX5..INDXO.
13. Repeat Steps (8) and (12) an additional (N-1) times.

14. |ssueone SETF transaction:
* SOP3..SOP0 = 0100 (SETF command)
*SBC =1 (Broadcast)
*SDEVS5..SDEV0 = 000000 (don't care).

15. tpause delay, then tronxat tPoONXB delay (tO dlow DLLsto IOCk),
then access all banks twice (i.e. 32xREFA/REFP).
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Initialization (continued)

In essence, the controller must read all the read-only config-
uration registers of all RDRAMS, it must process this infor-
mation, and then it must write all the read-write registers to
place the RDRAMs into the proper operating mode. The
most important of these read-write registers are DEVID (the
device address for memory transactions) and TRDLY
(which sets the delay value for memory read data).

During the initialization process, it is necessary for the
controller to perform 128 current control operations
(3XCAL, IxCAL/SAM) and one temperature calibrate oper-
ation (TCEN/TCAL) after reset or after powerdown(PDN)
exit.

This pageisreserved for further initialization detail when
that information becomes available.

Rev.0.8/Feb.99
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Direct RDRAM™ 128/144-Mbit (256Kx16/18x32s)

Control Register Summary

Table 15 summarizes the RDRAM control registers. Detail
is provided for each control register in Figure 27 through
Figure 44. Read-only bits which are shaded gray are unused
and return zero. Read-write bits which are shaded gray are
reserved and should always be written with zero. The RIMM

SPD Application Note describes additional read-only
configuration registers which are present on Direct RIMMs.

The state of the register fields are potentially affected by the
SIO Reset operation or the SETR/CLRR operation. Thisis
indicated in the text accompanying each register diagram.

Table 15: Control Register Summary

SA11.SA0 | Register Field read-write/ read-only | Description
02134 INIT SDEVID read-write, 6 bits Serial device ID. Device address for control register read/write.
PSX read-write, 1 bit Power select exit. PDN/NAP exit with device addr on DQAS..0.
SRP read-write, 1 bit SIO repeater. Used to initialize RDRAM.
NSR read-write, 1 bit NAP self-refresh. Enables self-refresh in NAP mode.
PSR read-write, 1 bit PDN self-refresh. Enables self-refresh in PDN mode.
LSR read-write, 1 bit Low power self-refresh. Enables low power self-refresh.
TEN read-write, 1 bit Temperature sensing enable.
TSQ read-write, 1 bit Temperature sensing output.
DIS read-write, 1 bit RDRAM disable.
02246 TEST34 TEST34 read-write, 16 bits Test register. Do not read or write after SIO reset.
02346 CNFGA REFBIT read-only, 3 bits Refresh bank bits. Used for multi-bank refresh.
DBL read-only, 1 bit Double. Specifies doubled-bank architecture.
MVER read-only, 6 bits Manufacturer version. Manufacturer identification number.
PVER read-only, 6 bits Protocol version. Specifies version of Direct protocol supported.
02446 CNFGB BYT read-only, 1 bit Byte. Specifies an 8-bit or 9-bit byte size.
DEVTYP read-only, 3 bits Device type. Device can be RDRAM or some other device category.
SPT read-only, 1 bit Split-core. Each core half isan individual dependent core.
CORG read-only, 5 bits Core organization. Bank, row, column address field sizes.
SVER read-only, 6 bits Stepping version. Mask version number.
04046 DEVID DEVID read-write, 5 bits Device ID. Device address for memory read/write.
0414 REFB REFB read-write, 4 bits Refresh bank. Next bank to be refreshed by self-refresh.
04246 REFR REFR read-write, 9 bits Refresh row. Next row to be refreshed by REFA, self-refresh.
043¢ CCA CCA read-write, 7 bits Current control A. Controls g, output current for DQA.
ASYMA read-write, 2 bits Asymmetry control. Controls asymmetry of Vq, /V o swing for DQA.
04444 CCB CCB read-write, 7 bits Current control B. Controls | o output current for DQB.
ASYMB read-write, 2 bits Asymmetry control. Controls asymmetry of Vq, /V o swing for DOB.
04544 NAPX NAPXA read-write, 5 bits NAP exit. Specifieslength of NAP exit phase A.
NAPX read-write, 5 bits NAP exit. Specifies length of NAP exit phase A + phase B.
DQS read-write, 1 bit DQ select. Selects CMD framing for NAP/PDN exit.
046, PDNXA PDNXA read-write, 13 bits PDN exit. Specifieslength of PDN exit phase A.
04744 PDNX PDNX read-write, 13 bits PDN exit. Specifies length of PDN exit phase A + phase B.
04846 TPARM TCAS read-write, 2 bits tcas.c core parameter. Determines toppp datasheet parameter.
TCLS read-write, 2 bits tcLs.c core parameter. Determines toac and toppp parameters.
TCDLYO read-write, 3 bits tepLyo.c core parameter. Programmable delay for read data.
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Table 15: Control Register Summary

SA11..SA0 | Register Field read-write/ read-only | Description
0494 TFRM TFRM read-write, 4 bits term-c Core parameter. Determines ROW-COL packet framing interval.
0dayq TCDLY1 TCDLY1 read-write, 3 bits tepLy1-c core parameter. Programmable delay for read data.
04cq¢ TCYCLE TCYCLE read-write, 14 bits teycLg datasheet parameter. Specifies cycle time in 64ps units.
04byg. SKIP AS read-only, 1 bit Autoskip.
MSE read-write, 1 bit Manual skip enable.
MS read-write, 1 bit Manual skip value.
04d,6. TEST77 TEST77 read-write, 16 bits Test register. Write with zero after SIO reset.
Odeyq. TEST78 TEST78 read-write, 16 bits Test register. Do not read or write after SIO reset.
04f 6. TEST79 TEST79 read-write, 16 bits Test register. Do not read or write after SIO reset.
0804 - Off 5 | reserved reserved vendor-specific Vendor-specific test registers. Do not read or write after SIO reset.
Rev.0.8/Feb.99 Page 31
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Control Register: INIT

] Read/write register.
Address: 0214 Reset values are undefined except as affected by SIO Reset as noted

15 14 13 12 11 10 9 8 7 6 5

43 2 1 0 below. SETR/CLRR Reset does not affect this register.

SDE SDEVIDS5..0 - Seria Device Identification. Compared to SDEV5..0
0 [VID|DISTSQITENLSR|PSR NSR|SRPIPSX| 0 | SDEVID4.SDEVIDO l serial addressfield of serial request packet for register read/write transac-
tions. This determines which RDRAM is selected for the register read or

' ' » write operation. SDEVID resets to 3f4.

v

v

v

v

PSX - Power Exit Select. PDN and NAP are exited with (=0) or without (=1) a device address on the
DQAS..0 pins.

SRP - SIO Repeater. Controls value on SIO1; SIO1=SI00 if SRP=1, SIO1=1 if SRP=0. SRP resets
to 1.

NAP Self-Refresh. NSR=1 enables self-refresh in NAP mode. NSR resets to 0.
PDN Self-Refresh. PSR=1 enables self-refresh in PDN mode. PSR resets to 0.

Low Power Self-Refresh. LSR=1 enables longer self-refresh interval. The self-refresh supply
current is reduced. LSR resets to 0.

Temperature Sensing Enable. TEN=1 enables temperature sensing circuitry, permitting the TSQ bit
to beread to determineif athermal trip point has been exceeded. TEN resets to 0.

Temperature Sensing Output. TSQ=1 when a temperature trip point has been exceeded, TSQ=0
when it has not. TSQ is available during a current control operation (see Figure 51).

RDRAM Disable. DIS=1 causes RDRAM to ignore NAP/PDN exit sequence, DIS=0 permits
normal operation. This mechanism disablesan RDRAM. DIS resets to 0.

Figure 27: INIT Register

Control Register: CNFGA

Address: 02315 Read-only register.

15 14 13 12 1110 9 8 7 6 5 4 3 2 1 0 REFBIT2..0 - Refresh Bank Bits. Specifies the number of

PVERS..0 MVERS..0
= 000001 =010011

DBL) REFBIT2.0 high order bank address bits to be ignored during REFA
and REFP commands. Permits multi-bank refresh in future

! ' L—» RDRAMS.

DBL - Doubled-Bank. DBL=1 means the device uses a
doubled-bank architecture with adjacent-bank dependency.

MVERS5..0 - Manufacturer Version.

v

PVERS..0 - Protocol Version. Specifies the Direct Protocol

interval. See Figure 48 and Table 18.

Note: In RDRAMswith protocol version 1 PVER[5:0] = 000001,
the range of the PDNX field (PDNX[2:0] in the PDNX register)
may not be large enough to specify the location of the restricted
interval in Figure48. Inthis case, the effective tg, parameter must
increase and no row or column packets may overlap the restricted

v

version used by this device:
1 - Compliant with Direct Protocol Version 1.
210 63 - Reserved

Figure 28: CNFGA Register
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Read-only register.

Control Register: CNFGB Address: 0244

151413121110 9 8 7 6 5 4 3 2 1 O BYT - Byte width. B=1 means the device reads and

SZSESF:SS';O © fx‘;’;‘;(’ ST PRV BYTR ™ \writes 9-bit memory bytes. B=0 means 8 hits.
Il | [ [ DEVTYP2..0 - Devicetype. DEVTYP = 000 means
L that this deviceis an RDRAM.
SPT - Split-core. SPT=1 means the core is split.

L » CORGA4..0 - Coreorganization. Thisfield specifies the number of bank (3,
4,5, or 6 hits), row (9, 10, 11, or 12 bits), and column (5, 6, or 7 hits)
address bits. The encoding of thisfield will be specified in alater version of
this document.

SVERS..0 - Stepping version. Specifies the mask version number of this
device.

v

Figure 29: CNFGB Register

Control Register: TEST34 Address: 02244 Control Register: DEVID Address: 04044
1514 13 12 1110 9 8 7 6 5 4 3 2 1 0 1514 13 12 1110 9 8 7 6 5 4 3 2 1 0
ooooooooooooooool oooooooooooDEVID4..DEV|Do|
Read/write register. Read/write register.
Reset value of TEST34 is zero (from SIO Reset) Reset value is undefined.
Thisregister are used for testing purposes. It must not Device ldentification register.
be read or written after SIO Reset. DEVIDA4..DEVIDO is compared to DR4..DRO,

DCA4..DCO, and DX4..DXO0 fields for all memory read
or write transactions. This determines which RDRAM
is selected for the memory read or write transaction.

Figure 30: TEST Register Figure 31: DEVID Register
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Control Register: REFB Address: 0414

1514 1312 1110 9 8 7 6 5 4 3 2 1 0

0j0|0(O0Of0O|O|0OfO|0O[O]|O REFB4..REFBO l

Read/write register.

Reset valueis zero (from SETR/CLRR).

Refresh Bank register.

REFB4..REFBO is the bank that will be refreshed next
during self-refresh. REFBA4..0 isincremented after each
self-refresh activate and precharge operation pair.

Control Register: REFR Address: 0424

1514 13 12 1110 9 8 7 6 5 4 3 2 1 0

0|0|0O|0Of0O|0O]|O REFR8..REFR0 I

Read/write register.

Reset valueis zero (from SETR/CLRR).

Refresh Row register.

REFR8..REFRO is the row that will be refreshed next
by the REFA command or by self-refresh. REFR8..0is
incremented when BR4..0=11111 for the REFA
command. REFR8..0 isincremented when
REFB4..0=11111 for self-refresh.

Figure 32: REFB Register

Figure 34: REFR Register

Control Register: CCA Address: 043¢

Control Register: CCB Address: 0444

1514 1312 1110 9 8 7 6 5 4 3 2 1 0

ASYMA
o|jo0ofo0|0|jO0|0O|0O 1.0 CCA6..CCA0

Read/write register.

Reset valueis zero (SETR/CLRR or SIO Reset).
CCA®6..CCAO - Current Control A. Controls the I
output current for the DQAS8..DQAO pins.

ASYMB1,ASYMBO control the asymmetry of the
VoL /V o Voltage swing about the Vgee reference
voltage for the DQAS..0 pins.

1514 13 12 1110 9 8 7 6 5 4 3 2 1 0

ASYMB
0(0|j0|0O|0Of0O]|O 1.0 CCB6..CCBO

Read/write register.

Reset valueis zero (SETR/CLRR or SIO Reset).
CCB6..CCBO - Current Control B. Controlsthe | o
output current for the DQB8..DQBO pins.

ASYMB1,ASYMBO control the asymmetry of the
VoL /V o Voltage swing about the V ger reference
voltage for the DQB8..0 pins.

Figure 33: CCA Register

Figure 35: CCB Register
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Control Register: NAPX Address: 0454 Read/write register.
Reset value is undefined

151413 12 1110 9 8 7 6 5 4 3 2 1 0

0/lo|0]| 0] O |pgs NAPX4..0 NAPXA4..0

NAPXAA4..0 - Nap Exit Phase A. Thisfield specifies
[ Il ! the number of SCK cycles during the first phase for
’ exiting NAP mode. It must satisfy:

NAPXA4 scycLE > INAPXA MAX
Do not set thisfield to zero.

> NAPX4..0 - Nap Exit Phase A plus B. This field specifies the number of SCK
cyclesduring thefirst plus second phases for exiting NAP mode. It must satisfy:

NAPX4 scycLE > tnaPxA MAX HINAPXB,MAX
Do not set thisfield to zero.

DQS - DQ Select. Thisfield specifies the number of SCK cycles (0=> 0.5

» cycles, 1 => 1.5 cycles) between the CMD pin framing sequence and the device
selection on DQAS..0. See Figure 48 - Thisfield must be written with a"1" for
thisRDRAM.

Figure 36: NAPX Register

Control Register: PDNXA Address: 04644 Control Register: PDNX Address: 04746
1514 13 12 1110 9 8 7 6 5 4 3 2 1 0 1514 13 12 1110 9 8 7 6 5 4 3 2 1 0
olo0]oO PDNXA12..0 l olo]oO PDNX12..0 l
Read/write register. Read/write register.
Reset value is undefined Reset value is undefined
PDNXAA4..0 - PDN Exit Phase A. Thisfield specifies PDNX4..0 - PDN Exit Phase A plus B. Thisfield spec-
the number of (64sSCK cycle) units during the first ifies the number of (256<SCK cycle) units during the
phase for exiting PDN mode. It must satisfy: first plus second phases for exiting PDN mode. It must
PDNXA%44 scycLe > tPoNXA MAX satisfy:
Do not set thisfield to zero. PDNX 2564 SCYCLE = tPDNXA,MAX+tPDNXB,MAX
Note - only PDNXAS..0 are implemented. Do not set thisfield to zero.
Note - only PDNX2..0 are implemented.

Figure 37: PDNXA Register Figure 38: PDNX Register
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Control Register: TPARM

Address: 04844

151413 12 1110 9 8 7 6 5 4 3 2 1 0

ojo|O0O|O|lO|O|O|O|O TCDLYO TCLS | TCAS

Read/write register.

Reset value is undefined.

TCASL..0 - Specifies the tcas.c core parameter in
toycL g units. This should be "10" (24 ¢y p)-

TCLSL..0 - Specifiesthe tc) g ¢ core parameter in
tcy oL g units. Should be 10" (24 cycLE)-

TCDLYO - Specifiesthe tcp yg.c core parameter in
tcy oL g Units. This adds a programmabl e delay to Q
(read data) packets, permitting round trip read delay to
all devicesto be equalized. Thisfield may be written
with the values "010" (2¢ ¢y g) through "101"

(5tcyeLe)-

The equations relating the core parameters to the
datasheet parameters follow:

tcasc = 24cycLE
tcrsc=24cveLE

tepsc = M cyeLe Not programmable

torrp = tepsc t tcasc t tersc - 1teveLe
=4dcycLE

trep = trep-c + ItcycLE - teLsc
=trcp-c - ItcycLE

tcac =34 cvcLe T teLsc * tepLyoc +lepLyic
(seetable below for programming ranges)

TCDLYO| tcpLyoc |TCDLYL| tepiyic |teac @ tovere =3:3ns|teac @ toyceLe = 2.5ns
010 2+tcycLE 000 O<tcyeLe T4cyeLe not allowed
011 | 3+tcycre | 000 | Otcyere 84cycLE 8eteycLe
011 | 3~tcycre | 001 | I<cvele 94cycLE 9teyeLe
011 | 3~tcycre | 010 | 2<cveLe 10teycLe 10teycLe
100 | 4tcycre | 010 | 24cycie 1lcveLe LleteveLe
101 SetcycLe 010 2% cyeLE not allowed 12+tcyeLe

Figure 39: TPARM Register

Control Register: TFRM

Address: 04944

1514 1312 1110 9 8 7 6 5 4 3 2 1 0

0|j0ojo0jo0of0j0j0OfO|OjO|O|O TFRM3..0|

Read/write register.

Reset value is undefined.

TFRM3..0 - Specifies the position of the framing point
in toy el g units. This value must be greater than or
equal to the trry i Parameter. Thisis the minimum
offset between a ROW packet (which places a device
at ATTN) and the first COL packet (directed to that
device) which must be framed. Thisfield may be
written with the values "0111" (74 v ¢ g) through
"1010" (10« ¢y p)- TFRM isusually set to the value
which matchesthelargest trcp vy Parameter (modulo
44 oy ) that is present in an RDRAM in the memory
system. Thus, if an RDRAM with trep min =

114 oy g Were present, then TFRM would be
programmed to 7¢ cy | -

Figure 40: TFRM Register

Control Register: TCDLY1

Address: 04a;¢

1514 13 12 1110 9 8 7 6 5 4 3 2 1 0

OOOOOOOOOOOOOTCDLYll

Read/write register.

Reset value is undefined.

TCDLY1 - Specifiesthe value of the tcp| y1.¢ core
parameter in tcy o g UNits. This adds a programmable
delay to Q (read data) packets, permitting round trip
read delay to all devicesto be equalized. Thisfield may
be written with the values "000" (04 -y ¢ g) through
"010" (2¢ cycLp)- Refer to Figure 39 for more details.

Figure 41: TCDLY Register
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Control Register: SKIP Address: 04bqg

1514 13 12 1110 9 8 7 6 5 4 3 2 1 0

OOOASMSEMSOOOOOOOOOO|

Read/write register (except ASfield).

Reset valueis zero (SIO Reset).

AS - Autoskip. Read-only value determined by
autoskip circuit and stored when SETF serial command
isreceived by RDRAM during initialization. In figure
58, AS=1 corresponds to the early Q(al) packet and
AS=0to the Q(al) packet one t-y | g later for the four
uncertain cases.

MSE - Manual skip enable (O=auto, 1=manual).

MS - Manual skip (MS must be 1 when MSE=1).
During initialization, the RDRAMs at the furthest point
in the fifth read domain may have selected the AS=0
value, placing them at the closest point in a sixth read
domain. Setting the MSE/MSfieldsto 1/1 overrides
the autoskip value and returns them to the furthest
point of the fifth read domain.

Control Register: TCYCLE Address: 04cq¢

1514 1312 1110 9 8 7 6 5 4 3 2 1 0

0|0 TCYCLE13.TCYCLEO l

Read/write register.

Reset value is undefined

TCYCLEZ13..0 - Specifiesthe value of thetcy | g
datasheet parameter in 64ps units. For the tcy e emin
of 2.5ns (2500ps), this field should be written with the
value "00027 15" (3964ps).

Figure 42: SKIP Register

Control Register: TEST77 Address: 04dg

Control Register: TEST78 Address: 04eq¢

Control Register: TEST79 Address: 04f4

1514 13 12 1110 9 8 7 6 5 4 3 2 1 0

0000000000000000'

Read/write registers.

Reset value of TEST78,79 is zero ( SIO Reset).

Do not read or write TEST 78,79 after SIO reset.
TEST77 must be written with zero after SIO reset.
These registers must only be used for testing purposes.

Figure 43: TEST Registers

Figure 44: TCYCLE Register.
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Power State Management

Table 16 summarizes the power states available to a Direct
RDRAM. In general, the lowest power state has the longest
operational latencie. For example, the relative power levels
of PDN state and STBY state have aratio of about 1:110,
and the relative access latencies to get read data have aratio
of about 250:1.

PDN state isthe lowest power state available. The informa-
tionin the RDRAM coreis usually maintained with self-

refresh; an internal timer automatically refreshes all rows of
al banks. PDN has arelatively long exit latency because the

TCLK/RCLK block must resynchronizeitself to the external
clock signal.

NAP state is another low-power state in which either self-
refresh or REFA-refresh is used to maintain the core. See
“Refresh” on page 42 for the description of the two refresh
mechanisms. NAP has a shorter exit latency than PDN
because the TCLK/RCLK block maintains its synchroniza-
tion state relative to the external clock signal at the time of
NAP entry. Thisimposes alimit (ty, ;1) 0n how long an
RDRAM may remain in NAP state before briefly returning
to STBY or ATTN to update this synchronization state.

Table 16: Power State Summary

th);\gr Description Blocks consuming power th);\gr Description Blocks consuming power
PDN Powerdown state. Self-refresh NAP Nap state. Similar to PDN Self-refresh or
except lower wake-up REFA-refresh
latency. TCLK/RCLK-Nap
STBY Standby state. REFA-refresh ATTN Attention state. REFA-refresh
Ready for ROW TCLK/RCLK Ready for ROW and COL TCLK/RCLK
packets. ROW demux receiver packets. ROW demux receiver
COL demux receiver
ATTNR Attention read state. REFA-refresh ATTNW Attention write state. REFA-refresh
Ready for ROW and COL TCLK/RCLK Ready for ROW and COL TCLK/RCLK
packets. ROW demux receiver packets. ROW demux receiver
Sending Q (read data) COL demux receiver Ready for D (write data) COL demux receiver
packets. DQ mux transmitter packets. DQ demux receiver
Core power Core power

Figure 45 summarizes the transition conditions needed for
moving between the various power states. Note that NAP
and PDN have been divided into two substates (NAP-A/
NAP-S and PDN-A/PDN-S) to account for the fact that a
NAP or PDN exit may be made to either ATTN or STBY
states.

At initialization, the SETR/CLRR Reset sequence will put
the RDRAM into PDN-S state. The PDN exit sequence
involves an optional PDEV specification and bits on the
CMD and SIOO0 pins.

Oncethe RDRAM isin STBY, it will move to the ATTN/
ATTNR/ATTNW states when it receives a non-broadcast
ROWA packet or non-broadcast ROWR packet with the
ATTN command. The RDRAM returnsto STBY from these
three stateswhen it receivesaRLX command. Alternatively,
it may enter NAP or PDN state from ATTN or STBY states
with aNAPR or PDNR command in a ROWR packet. The
PDN or NAP exit sequence involves an optional PDEV
specification and bits on the CMD and SIOO0 pins. The

RDRAM returnsto the ATTN or STBY state it was origi-
nally in when it first entered NAP or PDN.

An RDRAM may only remain in NAP state for atime
tnLviT- It must periodically returnto ATTN or STBY.

The NAPRC command causes a napdown operation if the
RDRAM’'sNCBIT isset. The NCBIT isnot directly visible.
It isundefined on reset. It is set by aNAP or NAPRC
command to the RDRAM, and it is cleared by an ACT
command to the RDRAM. It permits a controller to manage
aset of RDRAMSs in amixture of power states.

STBY state isthe normal idle state of the RDRAM. In this
state al banks and sense amps have usually been left
precharged and ROWA and ROWR packets on the ROW
pins are being monitored. When a non-broadcast ROWA
packet or non-broadcast ROWR packet (with the ATTN
command) addressed to the RDRAM is seen, the RDRAM
enters ATTN state (see the right side of Figure 46). This
requires atime tga during which the RDRAM activates the
specified row of the specified bank. A time TFRM< -y g
after the ROW packet, the RDRAM will be able to frame
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COL packets (TFRM is acontrol register field - see Figure
40). Oncein ATTN state, the RDRAM will automatically
transiteto the ATTNW and ATTNR states asit receives WR
and RD commands.

automatic
ATTNR > ATTNW
A automatic A
ol e o o
& & & &
£ £ £ £
e 8 e 8
3 3 3 3
A
(. atn ),
A >_|< A A tNL|M|TJ
o NAPR*RLXR [T )
" NAPA)
PDEV.CMD+SIO0
NAP
NAPR *RLXR
b NAP—S)
PDEV.CMD+SIO0 \ J
PDNR*RLXR [ N\
{ PDN-A)
PDEV.CMD+SIO0
PDN
PDNR*RLXR |,
B PDN-s )
> o x PDEV.CMD<SIO0 \ 2 J
= 5| <
< o Z
4 4 4 SETR/CLRR
STBY
Notation:

SETR/CLRR - SETR/CLRR Reset sequence in SRQ packets

PDNR - PDNR command in ROWR packet

NAPR - NAPR command in ROWR packet

RLXR - RLX command in ROWR packet

RLX - RLX command in ROWR,COLC,COLX packets

SIO0 - SIO0 input value

PDEV.CMD - (PDEV=DEVID){CMD=01)

ATTN - ROWA packet (non-broadcast) or ROWR packet
(non-broadcast) with ATTN command

Figure 45: Power State Transition Diagram

Oncethe RDRAM isin ATTN, ATTNW, or ATTNR states,
it will remain there until it isexplicitly returned to the STBY
state with a RLX command. A RLX command may be given
inan ROWR, COLC , or COLX packet (see the left side of
Figure 46). It isusually given after all banks of the RDRAM
have been precharged; if other banks are still activated, then
the RLX command would probably not be given.

If a broadcast ROWA packet or ROWR packet (with the
ATTN command) is received, the RDRAM’s power state
doesn't change. If abroadcast ROWR packet with RLXR
command is received, the RDRAM goesto STBY.

Figure 47 showsthe NAP entry sequence (left). NAP stateis
entered by sending aNAPR command in aROWR packet. A

time ta gy isrequired to enter NAP state (this specification is
provided for power calculation purposes). The clock on
CTM/CFM must remain stable for atime tcp after the
NAPR command.

The RDRAM may bein ATTN or STBY state when the
NAPR command isissued. When NAP state is exited, the
RDRAM will return to the original starting state (ATTN or
STBY). If itisin ATTN state and a RLXR command is
specified with NAPR, then the RDRAM will returnto STBY
state when NAP is exited.

Figure 47 also shows the PDN entry sequence (right). PDN
state is entered by sending a PDNR command in aROWR
packet. A timetagpisrequired to enter PDN state (this spec-
ification is provided for power calculation purposes). The
clock on CTM/CFM must remain stable for atime tcp after
the PDNR command.

The RDRAM may bein ATTN or STBY state when the
PDNR command isissued. When PDN state is exited, the
RDRAM will return to the original starting state (ATTN or
STBY). If itisin ATTN state and a RLXR command is
specified with PDNR, then the RDRAM will returnto STBY
state when PDN is exited.

The RDRAM’s write buffer must be retired with the appro-
priate COP command before NAP or PDN is entered. Also,
al the RDRAM'’s banks must be precharged before NAP or
PDN is entered. The exception to thisisif NAPis entered
with the NSR hit of the INIT register cleared (disabling self-
refresh in NAP). The commands for relaxing, retiring, and
precharging may be given to the RDRAM aslate as the
ROPa0, COPa0, and X OPa0 packetsin Figure 47. No broad-
cast packets nor packets directed to the RDRAM entering
Nap or PDN may overlay the quiet window. This window
extends for atime typq after the packet with the NAPR or
PDNR command.

Figure 48 shows the NAP and PDN exit sequences. These
sequences are virtually identical; the minor differences will
be highlighted in the following description.

Before NAP or PDN exit, the CTM/CFM clock must be
stable for atime teg. Then, on afalling and rising edge of
SCK, if thereisa"01" on the CMD input, NAP or PDN state
will be exited. Also, on the falling SCK edge the SIOO0 input
must be at a"0" for NAP exit and "1" for PDN exit.

If the PSX bit of the INIT register is"0", then adevice
PDEVS5..0is specified for NAP or PDN exit on the DQAS..0
pins. Thisvalueisdriven on therising SCK edge 0.5 or 1.5
SCK cycles after the origina falling edge, depending upon
thevalue of the DQS bit of the NAPX register. If the PSX bit
of the INIT register is"1", then the RDRAM ignoresthe
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PDEV5..0 address packet and exits NAP or PDN when the
wake-up sequenceis presented on the CMD wire. The ROW
and COL pins must be quiet at atime tgu/ty4 around the indi-
cated falling SCK edge (timed with the PDNX or NAPX
register fields). After that, ROW and COL packets may be
directed to the RDRAM whichisnow in ATTN or STBY
state.

ToTi Tp T3 Ty Ts Te T7 Tg Tg Tio T TipTis Ty T

Figure 49 shows the constraints for entering and exiting
NAP and PDN states. On the |eft side, an RDRAM exits
NAP state at the end of cycle T3. This RDRAM may not re-
enter NAP state for an interval of tyyo- The RDRAM enters
NAP state at the end of cycle T3. This RDRAM may not re-
exit NAP state for an interval of ty ;. The equations for
these two parameters depend upon a number of factors, and
are shown at the bottom of the figure. NAPX isthe valuein
the NAPX field in the NAPX register.

ToTi To T3 T4 Ts T T7 Tg Tg Tio T1aT1oT13 Tua Tas T1g
P T T T T e

CTM/CFM X CTM/CFM AR : ROP = non-broadcast
' ' ' ' ' ' " ROWA or ROWR/ATTN
o : : ' : .1 a0={d0,b0,r0}
ROW?2 ROW?2 ROP a0 Y Y i al ={dl,bl,cl}
~ROWO il HULBIELHIUIREE - ROWO - (LI LU o o pasktsmay bepaced
Vo o Do . 7 inthethree §
coL4 Ux RIS Xmmmmm coL4 OOO OO OO OO Gm Copar Y corao {1V et e e
COLO : . : : I : : : : : : COLO E E E E E <_E_ { E ;?gttgag:,ai(:;?g;:yd;(or
DQAS..0 DQAS..0 VYV VYTV oYL
. .. [ ! Y Y or later.
DQB8O DQBSO M:XM:X] UL A COL packet to another
tSA device (d1!= d0) is okay at
(TFRM - detcycLe
Power Power or ealier.
STBY ATTN
State State
Figure 46: STBY Entry (left) and STBY Exit (right)
.TO .T1 .T2 .T3 .T4 .T5 ITG .T7 TBITB ITmITnleITm ITiA ITz ToTy Ty T3 Ty Ts Tg Ty TgTo Tio Ty TipTis Ty
CTM/CFM CTM/CEM | 20 = {d0,00,r0,c0}
= = == HEHEEHEHEE Y, - al ={d1,bLrl.cl}
SR - o [$— e | No ROW or COL packet:
| [o] or ackels
ROW?2 X ROP a0 | restricted § ROP al ROW?2 i directed to device SO may
ROWO /L (NAPR) .ROWO (PDNR) \ overlap the restricted
Voo o v A interval. No broadcast
! Lo "EtN PQ'» Lo - <'tN PQ'> [ Lo goe\f/:// pa;k%tsrr%ay overlap
coL4 COP a0 Y restricted | COPa coL4 COP a0 Y restricted |_COP al the quiet interval.
.COLDO ) XOP a0 OP al .COLO ) XOP a0 XOPal |\ ROW or COL packetsto a
Lo \ D e e device other than d0 may
[ S N | ! [ S (B T N N N | h icted
DQBS8..0 UL UL LA DQB8..0 U A LA ! LLALLA
Q o N Q o N ROW or COL packets
‘_tASW 4_tASP41 directed to device dO after
Power a Power a thg restricted interval will
State ATTN/STBY NAP State ATTN/STBY PDN | beignored.

@ The (eventual) NAP/PDN exit will be to the same ATTN/STBY state the RDRAM was in prior to NAP/PDN entry

Figure 47: NAP Entry (left) and PDN Entry (right)

On theright side of Figure 48, an RDRAM exits PDN state
at the end of cycle T3. ThisRDRAM may not re-enter PDN
state for an interval of tpo. The RDRAM enters PDN state
at the end of cycle T13. This RDRAM may not re-exit PDN
state for an interval of tpy1. The equations for these two

parameters depend upon a number of factors, and are shown

at the bottom of the figure. PDNX is the value in the PDNX
field in the PDNX register.
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ToT T, Ts T4 T5 Te T7 TB To Tio T11T12T13 Tia Tis T16T17 Tis Tio TZOT21 T Tos T24T25 Tas T27TZBT29 Tao Tay Taa Tas T36T37 Tas Tao T4OT41 T2 TA3T44TA5 Tas T

CTM/CFM v :
. If PSX=1in Init register, then ' ' !
ROW?2 NAP/PDN exit is broadcas No ROW packets may ROP resthicted ROP X
. ROWO (no PDEV field). overlap the restricted interval !
- ald »
Co Coa P> .
Do ""'}S4tH4"""
No COL packets may A — I
CcoL4 overlap the restricted interval COP, restricted cop X
.COLO if device PDEV is exiting the XoP ] ROR '
NAP-A or PDN-A states :
DQA8..0 [ [ [ [ |/ 1 1 1 I/ 1 1 \ [ [l [ 1 [ [l :
PDEV5..0° X PDEV5..0° x“ﬂx“ﬁx“%AMMMMMMMMMMHH !
DQBS8..0 t \ /N / !
cp ‘CE‘Q—NDstbc K L
< b
| » DQs=1
4 4 4 4 4 4 4
scK L
Y N e N e N e N e N e N
CMD <><:><:0 1 >< ><:><> Effective setup becomes ><:><><:>
tsy "=tgs+[PDNXAS4etscy o) et tppnxe,max]-[PDNX=2564scy ey gl N
if [PDNX*256tscycL gl < [PDNXA'64'tSCYCLE+tPDNXB,MAX]-
S100 < >< o2 >< >< >< >
\
The packet is\repeated
from S100 th SI01
I XD
P B NAPX)<tscycy £)/(256®PDNXstscycL e | _
b b | | | | |
Rower NAPPDN X ( STBY/ATTNC
T T T T T T T T T T
DQS=0P DQs=1P

¢ The DQS field must be written with “1” for this RDRAM.

d Exit to STBY or ATTN depends upon whether RLXR was
asserted at NAP or PDN entry time

Figure 48: NAP and PDN Exit

@ Use 0 for NAP exit, 1 for PDN exit
b Device selection timing slot is selected by DQS field of NAPX register

ToTi Tp T3 T4 Ts Te T7 Tg To Tio TuaT12T15 Tig Tis T16Tar Tig Tio

To Ty To T3 Ty Ts Tg T7 Tg To Tio T1aT1oT1a Tug Tis T16T17 Tag Tag

CTM/CFM CTM/CFM !
L v 4 4. .. . PDNeéntry, |
" Ron " =owo OO0 10
.ROWO0 | | | | | | | | | .ROWO  UVUAAU AU, LU,
SCK T T T T L SCK T ‘ L
P Lo C 'PD [ N
| <'_ ItPiJll _" ‘
no entry no exit no entry no exit
tnuo = 5*teveLe + (2+NAPX)stscyeLe tpyo = SetcycLe + (2+256°PDNX)stscycLe
tayu = 8%teyeLe - (0.5<tscyeLe) if NSR=0 tpy1 = 8tcycLe - (0.54scyeLe) if PSR=0
= 23‘tCYCLE |f NSR=1 = 23¢CYCLE |f PSR=1
Figure 49: NAP Entry/Exit Windows (left) and PDN Entry/Exit Windows (right)
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Refresh

RDRAMS, like any other DRAM technology, use volatile
storage cells which must be periodically refreshed. Thisis
accomplished with the REFA command. Figure 50 shows an
example of this.

The REFA command in the transaction is typically a broad-
cast command (DRAT and DR4F are both set in the ROWR
packet), so that in all devices bank humber Bais activated
with row number REFR, where REFR isacontrol register in
the RDRAM. When the command is broadcast and ATTN is
set, the power state of the RDRAMS (ATTN or STBY) will
remain unchanged. The controller increments the bank
address Bafor the next REFA command. When Bais equal
to its maximum value, the RDRAM automatically incre-
ments REFR for the next REFA command.

On average, these REFA commands are sent once every
trer/25B! T*RBIT (where BBIT are the number of bank
addressbitsand RBIT are the number of row address bits) so
that each row of each bank is refreshed once every trege
interval.

The REFA command is equivalent to an ACT command, in
terms of the way that it interacts with other packets (see
Table 9). In the example, an ACT command is sent after tgr
to address b0, adifferent (non-adjacent) bank than the REFA
command.

A second ACT command can be sent after atime tgc to
address c0, the same bank (or an adjacent bank) asthe REFA
command.

ct™ieEM LI FLILFLELELFLILETFLILFLELEL L

4

Note that a broadcast REFP command isissued atime tgas
after theinitial REFA command in order to precharge the
refreshed bank in all RDRAMSs. After abank isgiven a
REFA command, no other core operations (activate or
precharge) should be issued to it until it receives a REFP.

It is also possible to interleave refresh transactions (not
shown). In the figure, the ACT b0 command would be
replaced by a REFA b0 command. The b0 address would be
broadcast to all devices, and would be { Broad-
cast,Bat+2,REFR} . Note that the bank address should skip by
two to avoid adjacent bank interference. A possible bank
incrementing pattern would be:
{8,10,12,14,0,2,4,6,1,3,5,7,9,11,13,15,24,26,28,30,16,18,20,
22,17,19,21,23,25,27,29,31} . When bank 31 isreached, a
REFA command would increment the REFR register.

A second refresh mechanism isavailable for usein PDN and
NAP power states. This mechanism is called self-refresh
mode. When the PDN power state is entered, or when NAP
power state is entered with the NSR control register bit set,
then self-refresh is automatically started for the RDRAM.

Self-refresh uses an internal time base reference in the
RDRAM. This causes an activate and precharge to be
carried out once in every tger/2B8B THRBI T interval. The
REFB and REFR control registers are used to keep track of
the bank and row being refreshed.

Before a controller places an RDRAM into self-refresh
mode, it should perform REFA/REFP refreshes until the
bank addressis equal to the maximum value. This ensures
that no rows are skipped. Likewise, when acontroller returns
an RDRAM to REFA/REFP refresh, it should start with the
minimum bank address value (zero).

——————————— trc :

REFP al

ROW?2 ( REFA a0 m ACT b0
.ROWO0 | L)

o I e
.coLo VWM wRwU

BBIT+RBIT

Transaction a: REFA a0 = {Broadcast,Ba,REFR}

al = {Broadcast,Ba} | BBIT = # bank address bits

Transaction b: xx | b0 ={Db, /={Ba,Ba+1,Ba-1}, Rb} RBIT = # row address bits
Transaction c: xx c0 = {Dc, ==Ba, Rc} REFB = REFB4..REFB0
Transaction d: REFA| d0 = {Broadcast,Ba+1,REFR} REFR = REFR8..REFR0

Figure 50: REFA/REFP Refresh Transaction Example
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Current and Temperature Control

Figure 51 shows an exampl e of atransaction which performs
current control calibration. It is necessary to perform this
operation onceto every RDRAM in every teetgry interval in
order to keep the 15, output current in its proper range.

This example uses four COLX packets with a CAL
command. These cause the RDRAM to drive four calibra-
tion packets Q(a0) atime tcac later. An offset of tgptocc
must be placed between the Q(a0) packet and read data
Q(al)from the same device. These calibration packets are
driven on the DQA4..3 and DQB4..3 wires. The TSQ bit of
the INIT register is driven on the DQAS5 wire during same
interval as the calibration packets. The remaining DQA and
DQB wires are not used during these calibration packets.
Thelast COLX packet also contains a SAM command
(concatenated with the CAL command). The RDRAM

samples the | ast calibration packet and adjustsits| o current
value.

Unlike REF commands, CAL and SAM commands cannot
be broadcast. This is because the calibration packets from
different devices would interfere. Therefore, a current
control transaction must be sent every tocrr /N, where N is
the number of RDRAMs on the Channel. The device field
Da of the address a0 in the CAL/SAM command should be
incremented after each transaction.

Figure 52 shows an example of atemperature calibration
sequence to the RDRAM. This sequence is broadcast once
every trgmp interval to all the RDRAMSs on the Channel.
The TCEN and TCAL are ROP commands, and cause the
slew rate of the output driversto adjust for temperature drift.
During the quiet interval trcquiet the devices being cali-
brated can't be read, but they can be written.

2 TaaTa4Tas Tas Tz

CTM/CFM 1 1 1 1 1 1 1 1 [ 1 1 1 [ 1 1 1 [ 1 [ 1 1 1 ' 1 1 1 [ 1 1 1 1 1 1 1 [ v| ' 1 1 1 :
[ R | : : : : : : : : : : : " : : o : [ : : :Realddlataflrt::n;ac;iffelrentI :Realddétafromthelsar%ed:a/iée: :
ROW?2 command mot b 2t this commend cen be anywhere grgrn;:?gecg};g?ﬂgere mbeatthispacka position or (XX:)
..ROWO packet position or earlier. | /| [prior to the Q(a0) packet. . UL UL 777777777777.7;77‘ .l,at,er;,, I 1V |V}
P IR t , | L N
—F———————— CCTRL
CcoL4 [
.COLO CAL a0 CAL 0 cALa0 || cALIsaM a0 e i
o teac R 0y [T S
DQA8..0 Q (al), YWY Q@) ¥ Q@) | Q@) | Q@ mm
DQBS8..0 LA AR ) LA AN
«— L —p DQAS has TSQ bit of INIT control register
tREADTOCC to be used for thermal monitoring of RDRAM).
Transaction a0: CAL/SAM a0 = {Da, Bx}
Transaction al: RD al ={Da, Bx}
Transaction a2: CAL/SAM a2 ={Da+1, Bx}
Figure51: Current Control CAL/SAM Transaction Example
ToTy T2 T3 Ty T7 Tg To TioT1aT12T13 Taa Tas T16T17 Tas Tao T20T21 Too Tos T24T2s Tos To7 T2gT: 3 T32T33 Taa Tas TaeTar Tas 1Ta1 Taz TasTagTas Tas Taz
CTM/CFEM {1
ROW?2 ( TCEN }O (X
..ROWO |
CcoL4
.COLO LU \
DQAS..0 No read data from devices T | | | | I\
DQBS8..0 being calibrated A AN I
Figure52: Temperature Calibration (TCEN-TCAL) Transactionsto RDRAM
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Electrical Conditions

Table 17: Electrical Conditions

Symbol Parameter and Conditions Min Max Unit
T, Junction temperature under bias TBD TBD °C
Vb, Vopa Supply voltage 250-0.13 250+0.13 \
Voo, VobaAN Supply voltage droop (DC) during NAP interval (ty, ;vT) - 2.0 %
Vpp,N, VDDA N Supply voltage ripple (AC) during NAP interval (ty, imiT) -2.0 2.0 %
Vemos Supply voltage for CMOS pins (2.5V controllers) 250-0.13 250+0.25 \%
Supply voltage for CMOS pins (1.8V controllers) 1.80-0.1 1.80+0.2 \%
V1ERM Termination voltage 1.80-0.1 1.80+0.1 \
VRer Reference voltage 1.40-0.2 140+0.2 \Y
Vi RSL datainput - low voltage Vger - 05 Vgeg - 0.2 \Y
Vpin RSL datainput - high voltage Vgee +0.2 Vger +0.5 \%
Vpis RSL datainput swing: Vp s = Vpig - Vpio 0.4 1.0 \
Apj RSL data asymmetry: Ap; = [(Vpiy - Vrer) + (VoL - VreP)l/Vois -10 10 %
Vy RSL clock input - crossing point of true and complement signals 1.3 1.8 \%
Veisct™ RSL clock input swing: Ve s =Vey - Ve (CTM,CTMN pins). 0.35 0.70 \
Vaiscem RSL clock input swing: V5= Ven - VL (CFM,CFMN pins). 0.10 0.70 \
ViLcmos CMOS input low voltage -0.3 Vemos/2 - 0.25 \
ViH.cmos CMOS input high voltage Vemos/2 +0.25 Vemos* 0.3 \

Timing Conditions

Table 18: Timing Conditions

Symbol Parameter Min Max Unit Figure(s)
teycLE CTM and CFM cycle times (-600) 3.33 3.76 ns Figure 53

CTM and CFM cycle times (-800) 2.50 334 ns Figure 53
ter ter CTM and CFM input rise and fall times 0.2 05 ns Figure 53
tens tel CTM and CFM high and low times 40% 60% teycLE Figure 53
trr CTM-CFM differential (M SE/M S=0/0) 0.0 10 teycLE Figure 42

CTM-CFM differential (MSE/MS=1/1)2 0.9 1.0 Figure 53
thew Domain crossing window -0.1 0.1 teycLe Figure 59
tors toE DQA/DQB/ROW/COL inpuit rise/fall times 0.2 0.65 ns Figure 54
tg ty DQA/DQB/ROW/COL-to-CFM setup/hold  @tcy o g=2.5ns 0.200 - ns Figure 54

@ tcycLe=3.3ns 0.275

tory, torF1 SI00, SIO1 input rise and fall times - 5.0 ns Figure 56
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Table 18: Timing Conditions

Symbol Parameter Min Max Unit Figure(s)
toro, tor2 CMD, SCK input rise and fall times - 20 ns Figure 56
teycLEL SCK cycletime - Serial control register transactions 1000 - ns Figure 56

SCK cycle time - Power transitions 10 - ns Figure 56
tenw toLt SCK high and low times 4.25 - ns Figure 56
ts1 CMD setup time to SCK rising or faling edgeb 1 - ns Figure 56
tH1 CMD hold time to SCK rising or falling edgeb 1 - ns Figure 56
tsp SIOO0 setup time to SCK falling edge 40 - ns Figure 56
tHo SIOO0 hold time to SCK falling edge 40 - ns Figure 56
ts3 PDEV setup time on DQAS..0 to SCK rising edge. 0 - ns Figure 48

Figure 57

ths PDEV hold time on DQAS..0 to SCK rising edge. 55 - ns
tsy ROW?2..0, COL4..0 setup time for quiet window® -1 - teyeLe Figure 48
tHa ROW2..0, COLA4..0 hold time for quiet window 5 - teycLe Figure 48
ViL.cMOos CMOSinput low voltage - over/undershoot voltage durationisless -0.7 Vemos/2- \Y

than or equal to 5ns 0.6
ViH.CMOS CMOS input high voltage - over/undershoot voltage duration is Vemos/2 Vemos + \

less than or equal to 5ns +0.6 0.7
tnro Quiet on ROW/COL bits during NAP/PDN entry 4 - teycLe Figure 47
trReADTOCC Offset between read data and CC packets (same device) 12 - teycLe Figure 51
tcCSAMTOREAD Offset between CC packet and read data (same device) 8 - teycLE Figure 51
tce CTM/CFM stable before NAP/PDN exit 2 - teycLe Figure 48
tep CTM/CFM stable after NAP/PDN entry 100 - tevoLe Figure 47
tERM ROW packet to COL packet ATTN framing delay 7 - teycLE Figure 46
INLIMIT Maximum time in NAP mode 10.0 ns Figure 45
tREE Refresh interval 32 ms Figure 50
teeTRL Current control interval 3AteyoLe 100ms ms/teycLe Figure 51
treEmp Temperature control interval 100 ms Figure 52
trcen TCE command to TCAL command 150 - teycLe Figure 52
treaL TCAL command to quiet window 6 6 teycLe Figure 52
treQuieT Quiet window (no read data) 140 - teycLE Figure 52
tpauSE RDRAM delay (no RSL operations allowed) 200.0 ns page 28

aMSE/MS are fields of the SKIP register. For this combination (skip override) the tDCW parameter range is effectively 0.0 to 0.0.
b.With VlL,CMOS=0'5VCMOS-0'6V and VIH,CMOS=O'5VCMOS+O'6V
c.Effective setup becomes tg =t g4 +[PDNXA.64t oy eHtponxe max]-[PDNX 2564 soy oy gl
if [PDNX 2564 oy gl < [PDNXAB44 sey e eHponxe max] - See Figure 48,

Rev.0.8/Feb.99
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Electrical Characteristics

Table 19: Electrical Characteristics

Symbol Parameter and Conditions Min Max Unit
Qic Junction-to-Case thermal resistance TBD °C/Watt
Irer Vgee current @ Vgeg max -10 10 mA
loH RSL output high current @ (0£V oytEVpp) -10 10 m
IaLL RSL I current @ Vo = 0.9V, Vpp min » Tamax? 30.0 90.0 mA
Do RSL I current resolution step - 15 mA
fouTt Dynamic output impedance 150 - W
I| cmos CMOS input leakage current @ (0£V| cmosEVemos) -10.0 10.0 mA
VoL,cmos CMOS output voltage @ | o cmos= 1.0mA - 0.3 \Y
VoH,cMos CMOS output high voltage @ | o, cmos= -0.25mA Vemos 0.3 - \Y

a This measurement is made in manual current control mode; i.e. with all output device legs sinking current.

Timing Characteristics

Table 20: Timing Characteristics
Symbol Parameter Min Max Unit Figure(s)
to CTM-to-DQA/DQB output time @ teycLg=2.5ns -0.275 +0.275 ns Figure 55
@ tcycLe=3.3ns -0.400 +0.400

tors tor DQA/DQB output rise and fall times 0.2 0.45 ns Figure 55
to1 SCK-t0-SIO0 delay @ C| oap,max = 20pF (SD read packet). - 10 ns Figure 58
tor1s toF1 SIOgyr rise/fall @ C oap max = 20pF - 5 ns Figure 58
tprROPL SI00-to-SI01 or SI01-t0-SI00 delay @ Cy oap max = 20pF - 10 ns Figure 58
INAPXA NAP exit delay - phase A - 50 ns Figure 48
INAPXB NAP exit delay - phase B - 40 ns Figure 48
tPDNXA PDN exit delay - phase A - 4 s Figure 48
tPDNXB PDN exit delay - phase B - 9000 teycLe Figure 48
tas ATTN-to-STBY power state delay 1 4 teycLE Figure 46
tsa STBY-to-ATTN power state delay - 3 teycLE Figure 46
tasn ATTN/STBY -to-NAP power state delay - 8 teycLE Figure 47
tasp ATTN/STBY -to-PDN power state delay - 8 teycLE Figure 47
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RSL - Clocking

Figure 53 is atiming diagram which shows the detailed
reguirements for the RSL clock signals on the Channel.

The CTM and CTMN are differential clock inputs used for
transmitting information on the DQA and DQB, outputs.

Most timing is measured relative to the points where they
cross. The tey ¢ g parameter is measured from the falling
CTM edge to the falling CTM edge. The t and tcy param-
eters are measured from falling to rising and rising to falling
edges of CTM. The tcg and teg rise- and fall-time parame-
ters are measured at the 20% and 80% points.

teyeLe 4
< t »ie¢ t I
ct cH 4 lcr > < cr >
CTM / \ / Ve
\ 0 f} \\ f} 80%
/ \ 50%
\ / \ KJ \\ KJ \\ 20%
CTMN Ve
< tcF > < tcF >
< R
< cr > < tcr |
N / \ / o
\\ /J \\ /J 80%
50%
\ / \ // \\ // \\ 20%
CFMN Ve
< tcF > < lcF >
€ teL e tcH >
< teveLe >

Figure 53: RSL Timing - Clock Signals

The CFM and CFMN are differential clock outputs used for
receiving information on the DQA, DQB, ROW and COL
outputs. Most timing is measured relative to the points
where they cross. The tcy | g parameter is measured from
the falling CFM edge to the falling CFM edge. Thets and
tcn parameters are measured from falling to rising and rising
to falling edges of CFM. Thetcg and tcg rise- and fall-time
parameters are measured at the 20% and 80% points.

The ttr parameter specifies the phase difference that may be
tolerated with respect to the CTM and CFM differential
clock inputs (the CTM pair is always earlier).
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RSL - Receive Timi

ng

Figure 54 is atiming diagram which shows the detailed
reguirements for the RSL input signals on the Channel.

The DQA, DQB, ROW, and COL signals are inputs which

receive information transmitted by a Direct RAC on the

Channel. Each signal is sampled twice per tcy ¢ g interval.

CEM

The set/hold window of the sample pointsistg/ty The
sample points are centered at the 0% and 50% points of a
cycle, measured relative to the crossing points of the falling
CFM clock edge. The set and hold parameters are measured
at the Ve voltage point of the input transition.

The tpr and tpg rise- and fall-time parameters are measured
at the 20% and 80% points of the input transition.

\ / Ve
80%

\\ //

\></ \\ //

\

/\ .
/ \

/ |\

CFMN Vei
DQA <_ tDR_’ 4— O‘5¢CYCLE —}
DQB <« Is Pre-ty <+ Is P Ty >
VbIH
ROW A /\ /\
¢ N 80%
COoL
even odd
< D < D VReF
/ \
/ \
<) &P 20%
\/ ’ \ \/ \/
VoiL
< {pp |

Figure 54: RSL Timing - Data Signals for Receive
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RSL - Transmit Timing 25% point and at the 75% point of the current cycle. These
transmit points are measured relative to the crossing points

Figure 55 is atiming diagram which shows the detailed of thefalling CTM clock edge. The size of the actual

requirements for the RSL output signals on the Channel. transmit window is lessthan the idea tcy o g/2, asindicated

by the non-zero values of tg vy and to max- Thetg param-

The DQA and DQB signals are outputs to transmit informa- .
Q QB Sig b eters are measured at the V gge voltage point of the output

tion that is received by a Direct RAC on the Channel. Each

signal is driven twice per tcy g interval. The beginning transition.
and end of the even transmit window is at the 75% point of Thetgr and tor rise- and fall-time parameters are measured
the previous cycle and at the 25% point of the current cycle. at the 20% and 80% points of the output transition.

The beginning and end of the odd transmit window is at the

N/ N/ \  /
\ / A\ /
/\\

\ / VeI
80%

/\ .
/ \

/ |\ / |\

CTMN Ve
«—— 0.754cycle ——» ¢—————0.754¢cycLe ———|
D254 cyciE,y
t t
Q,MAX Q,MAX
DQA 4_ tQR _> & » d »ld [ 4 ;
DQB to,MIN to,mIN
A /\ /\ VaH
H—NX 80%
even odd
a D Q D VRer
/ \
/ \
/o o/ /L
/ \
o tQF —»

Figure 55: RSL Timing - Data Signals for Transmit
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CMOS - Receive Timing

Figure 56 is atiming diagram which shows the detailed
requirements for the CMOS input signals .

The CMD and SIO0 signals are inputs which receive infor-
mation transmitted by a controller (or by another RDRAM'’s
SIO1 output. SCK isthe CMOS clock signal driven by the
controller. All signals are high true.

The cycle time, high phase time, and low phase time of the
SCK clock aretey ¢y g1, toqp @nd tey 1, @l measured at the

50% level. Therise and fall times of SCK, CMD, and SIO0
aretpr; and tpgq, measured at the 20% and 80% levels.

The CMD signal is sampled twice per tcy o g1 interval, on
the rising edge (odd data) and the falling edge (even data).
The set/hold window of the sample pointsists/ty; The
SCK and CMD timing points are measured at the 50% level.

The SIO0 signal is sampled once per tcy ¢ g1 interval on the
falling edge. The set/hold window of the sample pointsis
tso/ty, The SCK and SIOO0 timing points are measured at the
50% level.

\ f ViH,cmos
80%

A, ¢)) 50%
& \ / 20%
—1IcycLEL \ y A .
V1L, cMOs
<_tDF2_> P tCLl >
¢ ls1 Pty ¢ ls1 ety

/—\ ViH,cMos
80%

>N

even odd

a D a D 50%

\/ : ./
ViL,cmos

5o P p|

/—\ ViH,cmos

D 80%

a D 50%

\
\

e \_/ 20%

ViL,cmos
“tpr P

CMOS Timing - Data Signals for Receive
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The SCK clock is also used for sampling dataon RSL inputs
in one situation. Figure 48 shows the PDN and NAP exit
sequences. If the PSX field of the INIT register is one (see
Figure 27), then the PDN and NAP exit sequences are broad-
cast; i.e. all RDRAMSsthat are in PDN or NAP will perform
the exit sequence. If the PSX field of the INIT register is
zero, then the PDN and NAP exit sequences are directed; i.e.

only one RDRAM that isin PDN or NAP will perform the

exit sequence.

The address of that RDRAM is specified on the DQA[5:0]
busin the set hold window tgs/ty3 arouond the rising edge of
SCK. Thisisshown in Figure 57. The SCK timing point is
measured at the 50% level, and the DQA[5:0] bussignalsare

mesasured at the V ggp level.

SCK\ f \ f ViH,cMos

80%

&b 50%

\ / \ / "
VIL,cMos

¢ ls3Hie-Tz»
VbIH
DQA[5:0] /\ A 5050
(1]
PDEV

d D VRer
\/ \/ o
Vi

Figure 57: CMOS Timing - Device Address for NAP or PDN Exit
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CMOS - Transmit Timing clock-to-output window is tgy min/tor,max. The SCK and
SIO0 timing points are measured at the 50% level. Therise
Figure 58 is atiming diagram which shows the detailed and fall times of SIO0 are tor; and tor;, measured at the

requirements for the CMOS output signals. The SIO0 signal 20% and 80% levels.
is driven once per tcy ey g interval on the falling edge. The

ViH,cmos
sck\ / \ /
80%

® ® 50%

\ / \ / -

ML,cMos
—1o1 MAX—P] 4— to1,MIN P
< » tor1i
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SI00 / \
Q. ) 80%
q D 50%
\ /
\ /
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VoL .cmos
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SI00 / \ IH,CMOS
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\ /
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Figure 58: CMOS Timing - Data Signals for Transmit
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Figure 58 also shows the combinational path connecting
SIO0 to SIO1 and the path connecting SIO1 to SIOO0 (read
dataonly). The tprop; Parameter specified this propagation
delay. Therise and fall times of SIO0 and SIO1 inputs must
be tpr; and tpgq, measured at the 20% and 80% levels. The
rise and fall times of SIO0 and SIO1 outputs are tor; and
tor1, measured at the 20% and 80% levels.

RSL - Domain Crossing Window

When read datais returned by the RDRAM, imformation
must cross from the receive clock domain (CFM) to the
transmit clock domain (CTM). The tg parameter permits
the CFM to CTM phase to vary through an entire cycle; i.e.
there is no restriction on the alignment of these two clocks.
A second parameter tpyy IS needed in order to describe how

CFM vl vl vl vl
coL C XX XR@X X X

the delay between a RD command packet and read data
packet varies as afunction of the ttg value.

Figure 59 shows this timing for five distinct values of ttg.
Case A (t7r=0) iswhat has been used throughout this docu-
ment. The delay between the RD command and read datais
tcac: Astyg variesfrom zero to toy o g (cases A through
E), the command to data delay is (tcacttr). When the trg
valueisin therange 0 to tpcyw max, the command to data
delay can also be (tcac-ttr-tcycLp)- Thisis shown as cases
A’ and B’ (the gray packets). Similarly, when thet 1 value
isintherange (tcycLettbcw min) 10 toy e, the command
to data delay can also be (tcac-ttrttcycLe)- Thisis shown
as cases D’ and E’ (the gray packets). The RDRAM wiill
work reliably with either the white or gray packet timing.
The delay valueis selected at initialization, and remains
fixed thereafter.
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Figure 59: RSL Transmit - Crossing Read Domains
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Timing Parameters

Table 21: Timing Parameter Summary

Min | Min | Min

Parameter | Description -40 |-45 |-53 |[Max |Units Figure(s)
-800 |-800 |-600

tre Row Cycletime of RDRAM banks -the interval between ROWA packets with ACT | 28 28 28 - tcycLe | Figure15
commands to the same bank. Figure 16

tras RAS-asserted time of RDRAM bank - the interval between ROWA packet with ACT | 20 20 20 64ns |tcyc g | Figure15
command and next ROWR packet with PRER? command to the same bank. b Figure 16

trp Row Precharge time of RDRAM banks - the interval between ROWR packet with | 8 8 8 - tcycLe | Figurel5
PRER® command and next ROWA packet with ACT command to the same bank. Figure 16

tpp Precharge-to-precharge time of RDRAM device - the interval between successive 8 8 8 - teycLe | Figure12
ROWR packets with PRER® commands to any banks of the same device.

trRR RAS-to-RAS time of RDRAM device - the interval between successive ROWA 8 8 8 - tcycLe |Figurell
packets with ACT commands to any banks of the same device.

trep RAS-to-CAS Delay - theinterval from ROWA packet with ACT commandto COLC |7 9 7 - tcycLe | Figurel5
packet with RD or WR command). Note - the RAS-to-CAS delay seen by the Figure 16

RDRAM core (trcp.c) isequa to trep.c = 1 + trep because of differencesin the
row and column paths through the RDRAM interface.

teac CAS Access delay - theinterval from RD command to Q read data. The equation for | 8 8 8 12 tcycLe |Figure4
tcacisgiveninthe TPARM register in Figure 39. Figure 39

tcwp CAS Write Delay (interval from WR command to D write data. 6 6 6 6 tcycLe |Figured

tee CAS-to-CAStime of RDRAM bank - the interval between successive COLC com- | 4 4 4 - tcycLe | Figurel5
mands). Figure 16

tPACKET Length of ROWA, ROWR, COLC, COLM or COLX packet. 4 4 4 4 tcycLe |Figure3

tRTR Interval from COLC packet with WR command to COL C packet which causesretire, | 8 8 8 - tcycLe | Figurel17
and to COLM packet with bytemask.

torrp Theinterval (offset) from COLC packet with RDA command, or from COLC packet | 4 4 4 4 tcycLe | Figure14
with retire command (after WRA automatic precharge), or from COLX packet with Figure 39

PREX command to the equivalent ROWR packet with PRER.The equation for torrp
isgiven in the TPARM register in Figure 39.

trop Interval from last COL C packet with RD command to ROWR packet with PRER. 4 4 4 - tcycLe | Figurel5
trRTP Interval from last COLC packet with automatic retire command to ROWR packet 4 4 4 - tcycLe | Figure 16
with PRER.

a.Or equivalent PREC or PREX command. See Figure 14.
b.Thisis aconstraint imposed by the core, and is therefore in units of nsrather than tcy | g.
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Absolute Maximum Ratings

Table 22: Absolute Maximum Ratings

Symbol Parameter Min Max Unit
V) aBs Voltage applied to any RSL or CMOS pin with respect to Gnd -0.3 Vppt+0.3 \%
Vpp,aBS VDDA ABS Voltage on VDD and VDDA with respect to Gnd -05 Vpp+1.0 \%
Tstore Storage temperature - 50 100 °C
Ipp - Supply Current Profile
Table 23: Supply Current Profile
Ipp value RDRAM blocks consuming power @ tcyc g=2.5ns Min Max Unit
Ibp,PON Self-refresh only for INIT.LSR=0 TBD 1500 mA
IbD,PDN,L Self-refresh only for INIT.LSR=1 TBD 700 mA
IDD.NAP T/RCLK-Nap TBD 42 mA
IpD.STBY T/RCLK, ROW-demux TBD 101 mA
IbpATTN T/RCLK, ROW-demux, COL-demux TBD 148 mA
IbD ATTN-W T/RCLK, ROW-demux,COL -demux,DQ-demux,1* WR-SenseAmp,4-A CT-Bank TBD 575/63% mA
IbD,ATTN-R T/RCLK, ROW-demux,COL -demux,DQ-mux,1RD-SenseAmp,4:A CT-Bank b TBD 567/575% mA
ax16/x18 RDRAM data width.
b.This does not include the | o sink current. The RDRAM dissipates |, *V, in each output driver when alogic oneisdriven.
Ipp value RDRAM blocks consuming power @ tcyc g=3.3ns Min Max Unit
Ibp,PON Self-refresh only for INIT.LSR=0 TBD 1500 mA
Ibp,PON,L Self-refresh only for INIT.LSR=1 TBD 700 mA
|DD.NAP Refresh, T/RCLK-Nap TBD TBD mA
Ipp,STBY Refresh, T/RCLK, ROW-demux TBD TBD mA
IbD,ATTN Refresh, T/RCLK, ROW-demux, COL -demux TBD TBD mA
IoD,ATTN-W Refresh, T/RCLK, ROW-demux,COL -demux,DQ-demux, 14VR-SenseAmp,4A CT-Bank TBD TBD mA
IDD,ATTN-R Refresh, T/RCLK, ROW-demux,COL -demux,DQ-mux,14RD-SenseAmp,4ACT-Bank 2 TBD TBD mA

aThisdoes not includethe | sink current. The RDRAM dissipates |, *V, in each output driver when alogic oneis driven.
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Capacitance and Inductance

Figure 60 shows the equivalent load circuit of the RSL and
CMOS pins. The circuit models the load that the device
presents to the Channel.

Pad L|
(mn DQA,DQB,RQ Pin

C

—MN——

Gnd Pin

Pad L|

N CTM,CTMN,

CFM,CFMN Pin

C

M=

Gnd Pin
Pad Licmos
<] (N SCK,CMD Pin
—— Cicmos
Gnd Pin
Pad Li.cmos
<] a1 S100,S101 Pin
—— Cicmossio
Gnd Pin

Figure 60: Equivalent Load Circuit for RSL Pins
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This circuit does not include pin coupling effects that are
often present in the packaged device. Because coupling
effects make the effective single-pin inductance L |, and
capacitance C;, afunction of neighboring pins, these param-
eters are intrinsically data-dependent. For purposes of speci-
fying the device electrical 1oading on the Channel, the
effective L| and C, are defined as the worst-case values over
all specified operating conditions.

L, is defined as the effective pin inductance based on the
device pin assignment. Because the pad assignment places

each RSL signal adjacent to an AC ground (aGnd or Vdd
pin), the effective inductance must be defined based on this
configuration. Therefore, L, assumes aloop with the RSL
pin adjacent to an AC ground.

C, isdefined as the effective pin capacitance based on the
device pin assignment. It is the sum of the effective package
pin capacitance and the 10 pad capacitance.

Table 24: RSL Pin Parasitics

Symbol Parameter and Conditions - RSL pins Min Max Unit
L, RSL effective input inductance 4.0 nH
Lo Mutual inductance between any DQA or DQB RSL signals. 0.2 nH
Mutual inductance between any ROW or COL RSL signals. 0.6 nH
C RSL effective input capacitance® 2.0 2.4 pF
Cio Mutual capacitance between any RSL signals. - 0.1 pF
DC, Difference in C; value between average of CTM/CFM and any - 0.04 pF
RSL pins of asingle device.
R RSL effective input resistance 5 15 w
aThisvalueisacombination of the device 10 circuitry and package capacitances.
Table 25: CMOS Pin Parasitics
Symbol Parameter and Conditions - CMOS pins Min Max Unit
Li cmos CMOS effective input inductance 8.0 nH
Ci cmos CMOS effective input capacitance (SCK,CMD)2 17 21 pF
Ci cMosSsio CMOS effective input capacitance (SI01, SI0O0)2 - 7.0 pF

aThisvaueisacombination of the device 10 circuitry and package capacitances.

Rev.0.8/Feb.99
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Center-Bonded uBGA Package

Figure 61 shows the form and dimensions of the recom-
mended package for the center-bonded CSP device class.

D »l
A B C D E F G H J
1 A
2 O O O O
3
4 00000000 O0
5 O000000O0O0
6 00000000 O0 A
7
8
9 000000000
10 00000000 0—
11 000000 0—1
12
13 oela o O
14 R 3
d
. | E;
T o oo oo OO Y

Figure 61: Center-Bonded uBGA Package

Top

sions shown in Figure 61.

Bottom

Table 26 lists the numerical values corresponding to dimen-

Table 26: Center-Bonded uBGA Package Dimensions

Symbol Parameter Min Max Unit
el Ball pitch (x-axis) 1.00 1.00 mm
e2 Ball pitch (y-axis) 0.8 0.8 mm
A Package body length 12.30 12.50 mm
D Package body width 12.60 12.80 mm
E Package total thickness 0.90 1.00 mm
El Ball height 0.20 0.30 mm
d Ball diameter 0.30 0.40 mm
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| r f Term controller A logic-device which drives the ROW/
Glossa yo € S COL /DQ wires for a Channel of
ACT Activate command from AV field. RDRAMSs.
activate To access a row and place in sense amp. cop Column opcode field in COLC packet.
adjacent Two RDRAM banks which share sense core The banks and sense amps of an RDRAM.
amps (also called doubled banks). CTM,CTMN  Clock pins for transmitting packets.
ASYM CCA register field for RSL Vo /Vop. current control Periodic operations to update the proper
ATTN Power state - ready for ROW/COL o, value of RSL outputt drivers.
packets. D Write data packet on DQ pins.
ATTNR Power state - transmitting Q packets. DBL CNFGB register field - doubled-bank.
ATTNW Power state - receiving D packets. DC Device address field in COLC packet.
AV Opcode field in ROW packets. device An RDRAM on a Channel.
bank A block of 278'T2 BlTstorage cellsinthe  peviD Control register with device address that is
core of the RDRAM. matched against DR, DC, and DX fields.
BC Bank address field in COLC packet. DM Device match for ROW packet decode.
BBIT gl_'t\lFGA register field - # bank address doubled-bank RDRAM with shared sense amp.
its.
) DQ DQA and DQB pins.
broadcast An operation executed by all RDRAMSs. ]
o DQA Pins for data byte A.
BR Bank address field in ROW packets. ]
) DQB Pins for data byte B.
bubble Idle cycle(s) on RDRAM pins needed . . .
because of a resource constraint. DQS NAPX register field - PDN/NAP exit.
BYT CNFGB register field - 8/9 bits per byte. DR,DRAT,DR4F Device address field and packet framing
o fields in ROWA and ROWR packets.
BX Bank address field in COLX packet.
o dualoct 16 bytes - the smallest addressable datum.
C Column address field in COLC packet. ) o
) ) ] DX Device address field in COLX packet.
CAL Calibrate (1o, ) command in XOP field. _ o
i } field A collection of bitsin a packet.
CBIT CNFGB register field - # column address . o
bits. INIT Control register with initialization fields.
CCA Control register - current control A. initialization  Configuring a Channel of RDRAMS so
. they are ready to respond to transactions.
CCB Control register - current control B. ) )
) o LSR CNFGA register field - low-power self-
CFM,CFMN  Clock pins for receiving packets. refresh.
Channel ROW/COL/DQ pins and external wires. M Mask opcode field (COLM/COLX packet).
CLRR Clear reset command from SOP field. MA Field in COLM packet for masking byte A.
CMD CMOS pin for initialization/power control. MB Field in COLM packet for masking byte B.
CNFGA Control register with configuration fields. MSK Mask command in M field.
CNFGB Control register with configuration fields. MVER Control register - manufacturer ID.
CcoL Pins for column-access control. NAP Power state - needs SCK/CMD wakeup.
CoL COLC,COLM,COLX packet on COL pins. NAPR Nap command in ROP field.
coLc Column operation packet on COL pins. NAPRC Conditional nap command in ROP field.
CoLMm Write mask packet on COL pins. NAPXA NAPX register field - NAP exit delay A.
column Rows in a bank or activated row in sense NAPXB NAPX register field - NAP exit delay B.
amps have 2CBIT qualocts column storage. ] ) ]
) o ) NOCOP No-operation command in COP field.
command A decoded bit-combination from afield. _ ) )
) ) NOROP No-operation command in ROP field.
COLX Extended operation packet on COL pins.
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NOXOP
NSR
packet
PDN
PDNR
PDNXA
PDNXB
pin efficiency
PRE
PREC
precharge
PRER
PREX
PSX
PSR
PVER
Q

R

RBIT
RD/RDA
read

receive

REFA
REFB
REFBIT

REFP
REFR
refresh

retire

RLX
RLXC
RLXR
RLXX
ROP
row
ROW
ROW
ROWA

No-operation command in XOP field.
INIT register field- NAP self-refresh.

A collection of bits carried on the Channel.
Power state - needs SCK/CMD wakeup.
Powerdown command in ROP field.
Control register - PDN exit delay A.
Control register - PDN exit delay B.

The fraction of non-idle cycles on a pin.
PREC,PRER,PREX precharge commands.
Precharge command in COP field.
Prepares sense amp and bank for activate.
Precharge command in ROP field.
Precharge command in XOP field.

INIT register field - PDN/NAP exit.

INIT register field - PDN self-refresh.
CNFGB register field - protocol version.
Read data packet on DQ pins.

Row address field of ROWA packet.
CNFGB register field - # row address bhits.
Read (/precharge) command in COP field.
Operation of accesssing sense amp data.

Moving information from the Channel into
the RDRAM (a serial stream is demuxed).

Refresh-activate command in ROP field.
Control register - next bank (self-refresh).

CNFGA register field - ignore bank bits
(for REFA and self-refresh).

Refresh-precharge command in ROP field.
Control register - next row for REFA.
Periodic operations to restore storage cells.

The automatic operation that stores write
buffer into sense amp after WR command.

RLXC,RLXR,RLXX relax commands.
Relax command in COP field.

Relax command in ROP field.

Relax command in XOP field.
Row-opcode field in ROWR packet.
2CBIT dualocts of cells (bank/sense amp).
Pins for row-access control

ROWA or ROWR packets on ROW pins.
Activate packet on ROW pins.

ROWR
RQ
RSL
SAM
SA

SBC
SCK
SD

SDEV
SDEVID
self-refresh
sense amp
SETF
SETR
SINT

SI100,S101
SOP
SRD
SRP
SRQ

STBY
SVER
SWR
TCAS
TCLS
TCLSCAS
TCYCLE
TDAC
TEST77
TEST78
TRDLY

transaction

transmit

WR/WRA
write

XOP

Row operation packet on ROW pins.
Alternate name for ROW/COL pins.
Rambus Signaling Levels.

Sample (I ) command in XOP field.

Serial address packet for control register
transactions w/ SA address field.

Serial broadcast field in SRQ.
CMOS clock pin..

Serial data packet for control register
transactions w/ SD data field.

Serial device address in SRQ packet.

INIT register field - Seria device ID.
Refresh mode for PDN and NAP.

Fast storage that holds copy of bank’s row.
Set fast clock command from SOP field.
Set reset command from SOP field.

Serial interval packet for control register
read/write transactions.

CMOS seria pins for control registers.
Seria opcode field in SRQ.

Seria read opcode command from SOP.
INIT register field - Serial repeat bit.

Serial request packet for control register
read/write transactions.

Power state - ready for ROW packets.
Control register - stepping version.

Seria write opcode command from SOP.
TCLSCAS register field - tcag core delay.
TCLSCAS register field - tg) g core delay.
Control register - tcag and te g delays.
Control register - toy | g delay.

Control register - tppc delay.

Control register - for test purposes.
Control register - for test purposes.
Control register - tgp y delay.

ROW,COL,DQ packets for memory
access.

Moving information from the RDRAM
onto the Channel (parallel word is muxed).

Write (/precharge) command in COP field.
Operation of modifying sense amp data.
Extended opcode field in COLX packet.
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