82378 SYSTEM I/0 (SIO)

5.0 DETAILED FUNCTIONAL
DESCRIPTION

5.1 PCl Interface

5.1.1 PCI COMMAND SET

Bus commands indicate to the slave the type of
transaction the master is requesting. Bus Com-
mands are encoded on the C/BE[3:0] # lines during
the address phase of a PCl cycle.
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5.1.2 PC1 BUS TRANSFER BASICS

Details of PC! Bus operations can be found in the
Peripheral Component Interconnect (PC/) Specifica-
tion. Only details of the PCI Bus unique to the SIO
are included in this data sheet.

Table 7. PCI Commands

C/BE[3:0] # Comm;nd Typ;;s Slave Supported As ST;ve \ Supported As Master N
0000 Interrupt Acknowledge Yes R No
0001 Special Cycle(4) B No/rYes’v\ 71‘— No T
0010 Iv;aiReﬁadii ) Yes B | No
0011 | 1O Wiite Yes No
0100 | Reserved® No ' No |
oo | Remens R
0110 Memory Read Yes | Yes
0111 o ' 7Memor;7Write Yes - Yes
| 1000 | Reserved® No No B
1001 | Reserved® - No No T
}7 1010 (56nfugu}a]on Read 7 Yes - No
1011 Contiguration Write Yesgr No
1100 T 7F\Em;ry Read Multiple - Nof2) o No i
1101 Reserved(d ] N N
1110 Memory héad Line - No12)" No ]
% 1111 M;amory Wrie and Invaliég{e No(1) 7 ) No T
NOTES:

1. Treated as Memory Wnte

2. Treated as Memory Read.

3. Reserved Cycles are considered invahd by the SIO and
ignored and DEVSEL # is never to be asserted.

4. The 82378 responds to a Stop Grant Speaial Cycle.
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5.1.2.1 PCI Addressing

PCI address decoding uses the AD[31:0] signals.
AD[31:2] are always used for address decoding
while the information contained in the two low order
bits AD[1:0] varies for memory, I/0, and configura-
tion cycles.

For 1/O cycles, AD[31:0] are decoded to provide a
byte address. AD[1:0] are used for generation of
DEVSEL # only and indicate the least significant val-
id byte involved in the transfer. For example, if only
BEO# is asserted, AD[1:0] are 00. If only BE3# is
asserted, then AD[1:0] are 11. If BE3# and BE2#
are asserted, AD[1:0] are 10. If all BEx#'s are as-
serted, then AD{1:0] are 00. The byte enables deter-
mine which byte lanes contain valid data. The SIO
requires that PCl accesses to byte-wide internal reg-
isters must assert only one byte enable.

When the SIO is the target of any PC! transaction in
which BE[3:0] # = 1111, the SIO terminates the cy-
cle normally by asserting TRDY #. No data is written
into the SIO during write cycles and the data driven
by the SIO during read cycles is indeterminate.

For memory cycles, accesses are decoded as
Dword accesses. This means that AD[1:0] are ig-
nored for decoding memory cycles. The byte en-
ables determine which byte lanes contain valid data.
When the SIO is a PCl master, it drives 00 on
AD[1:0] for all memory cycles.

For contiguration cycies, DEVSEL # is a function of
IDSEL and AD[1:0]. DEVSEL # is selected during a
configuration cycle only it IDSEL is active and both
AD[1:0] = 00. The cycle is ignored by the SIO if
either AD1 or ADO is non-zero. Configuration regis-
ters are selected as Dwords using AD(7:2]. The byte
enables determine which byte lanes contain valid
data.

5.1.2.2 DEVSEL # Generation

As a PCI slave, the SIO asserts the DEVSEL # sig-
nal to indicate it is the slave of the PCI transaction.
DEVSEL# is asserted when the SIO positively or
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subtractively decodes the PCI transaction. The SIO
asserts DEVSEL # (claim the transaction) before it
issues any other slave response, ie., TRADY#,
STOP#, etc. After the SIO asserts DEVSEL #, it
does not negate DEVSEL # until the same edge that
the master uses to negate the final IRDY #.

It is expected that most (perhaps ali) PCi target de-
vices will be able to complete a decode and assert
DEVSEL # within 1 or 2 clocks of FRAME #. Since
the SIO subtractively decodes all unclaimed PCl cy-
cles (except configuration cycles), it provides a con-
figuration option to pult in (by 1 or 2 clocks) the edge
when the SIO samples DEVSEL #. This allows faster
access to the expansion bus. Use of such an option
is limited by the slowest positive decode agent on
the bus. This is described in more detail in Section
5.5.1.4, Subtractively Decoded Cycles to ISA.

As a PCl master, the SiQO waits for 5 PCICLKs after
the assertion of FRAME# for a slave to assert
DEVSEL # . If the SIO does not receive DEVSEL # in
this time, it will master-abort the cycle. See Section
5.1.3.1, SIO as MasterMaster-initiated Termination,
for further details.

5.1.2.3 Basic PCI| Read Cycles (/0 and Memory)

As a PCl master, the SIO only performs memory
read transfers (i.e. I/0 read transfers are not sup-
ported). When reading data from PCI memory, the
SIO requests a maximum of 8 bytes via a two data
phase burst read cycle to fiil its internail 8 byte line
bufter. If the line buffer is programmed for single
transaction mode, fewer bytes are requested (refer
to Section 5.6.1, DMA/ISA Master Line Buffer).
Read cycles from PCl memory are generated on be-
half of ISA masters and DMA devices.

As a PCI slave, the SIO responds to both I/0 read
and memory read transfers. For multiple read trans-
actions, the SIO always target-terminates after the
first data read transaction by asserting STOP # and
TROY # at the end of the first data phase. For single
read transactions, the SIO finishes the cycle in a
normal fashion, by asserting TRDY # without assert-
ing STOP # .
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5.1.2.4 Basic PCI| Write Cycles (170 and Memory)

As a PCl master, the SiO generates a PC! memory
write cycle when it decodes an {SA-originated/PCI-
bound memory write cycle. I/0 write cycles are nev-
er initiated by the SIO. When writing data to PCI
memory, the SIO writes a maximum of 4 bytes via a
single data transaction write cycle. if the SIO's inter-
nal ISA master/DMA line buffer is programmed for
single transaction mode, fewer bytes will be generat-
ed (refer to Section 5.6.1, DMA/ISA Master Line
Buffer). In either case, only one data transaction will
be performed. Cycles to PCl| memory are generated
on behalf of ISA masters, DMA devices, and the SIO
when the SI0 needs to flush the ISA master/DMA
line buffer.

As a PC! master, the SIO drives the ADO and AD1
signals low during the address phase of the cycle.
This is done to indicate to the slave that the address
will increment during the transfer. If there is no re-
sponse on the PCl Bus, the SIO will master-abort
due to the DEVSEL # time out.

As a PCI slave, the SIO will respond to both 1/0
write and memory write transfers. For multiple write
transactions, the SIO will always target-terminate af-
ter the first data write transaction by asserting
STOP# and TRDY # at the end of the first data
phase. For single write transactions, the SIO will fin-
ish the cycle normally by asserting TRDY # without
asserting STOP #.

5.1.2.5 Configuration Cycles

The configuration read or write command defined by
the bus control signals C/BE[3:0] # is used to con-
figure the SIO. During the address phase of the con-
figuration read or write command, the SIO will sam-
ple its IDSEL (ID select). If IDSEL is active and
AD[1:0] are both zero, the SIO generates
DEVSEL #. Otherwise, the cycle is ignored by the
SIO. During the configuration cycle address phase,
bits AD(7:2] and C/BE[3:0] # are used to select par-
ticular bytes within a configuration register. Note that
IDSEL is normally a “don't care” except during the
address phase of a transaction.

NOTE:

An unclaimed configuration cycle is never
forwarded to the ISA Bus.
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5.1.2.6 Interrupt Acknowledge Cycle

The interrupt acknowledge command is a singie byte
read implicitly addressed to the SIO's interrupt con-
troller. The address bits are logical “don’t cares”
during the address phase and the byte enables will
indicate to the SIO an 8-bit interrupt vector is to be
returned on AD[7:0]. The SIO converts this single
cycle transfer into two cycles that the internal 8259
pair can respond to (see Section 5.8, Interrupt Con-
troller). The SIO will hold the PCI Bus in wait states
untit the B bit interrupt vector is returned.

SIO responses to an interrupt acknowledge cycle
can be disabled by setting bit 5 in the PC! Control
Register to a 0. However, if disabled, the SIO will still
respond to accesses to the interrupt register set and
allow poll mode functions.

5.1.2.7 Exclusive Access

The SIO marks itself locked anytime it is the slave of
the access and LOCK # is sampled negated during
the address phase. As a locked slave, the SO re-
sponds to a master only when it samples LOCK#
negated and FRAME # asserted. The locking master
may negate LOCK# at the end of the last data
phase. The SIO unlocks itself when FRAME# and
LOCK # are both negated. The SIO will respond by
asserting STOP # with TRDY # negated (retry) to all
transactions when LOCK# is asserted during the
address phase.

Locked cycles are never generated by the SIO.

5.1.2.8 PCi Special Cycle

When the SCE bit (bit 3) in the COM PCi configura-
tion register (configuration offset 04h)is settoa 0",
the SIO will ignore all PCI Special Cycles. When the
SCE bit is set to a 1", the SIO will recognize PCI
Special Cycles.

The only PCl Special Cycle currently recognized is
the Stop Grant Special Cycle which is broadcast
onto the PCI bus when an S-series processor enters
the Stop Grant State. The SCE bit must be set to a
‘1" when the Stop Clock feature is being used.

ADVANCE INFORMATION I
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5.1.3 TRANSACTION TERMINATION

The SIO supports both Master-initiated Termination
as well as Target-initiated Termination.

5.1.3.1 SIO As Master—Master-Initiated
Termination

The SIO supports two forms of master-initiated
termination:

1. Normal termination of a completed transaction.

2. Abnormal termination due to no slave responding
to the transaction (Abort).

Figure 5 shows the SIO performing master-abort ter-
mination. This occurs when no slave responds to the
SIO's master transaction by asserting DEVSEL #
within 5 PCICLK's after FRAME # assertion. This
master-abort condition is abnormal and it indicates
an error condition. The SIO will not retry the cycle.
The Received Master-abort Status bit in the PCI
Status Register will be set indicating that the SIO
experienced a master-abort condition.

If an ISA master or the DMA is waiting for the PCI
cycle to terminate (CHRDY negated), the master-
abort condition will cause the SIO to assert CHRDY
to terminate the ISA cycle. Note that write data will
be lost and the read data will be all 1's at the end of
the cycle. This is identical to the way an unclaimed
cycle is handled on the “normally ready” ISA Bus. if
the line buffer is the requester of the PCI transac-
tion, the master-abort mechanism will end the PCi
cycle, but no data will be transferred into or out of
the line buffer. The line buffer will not be allowed to
retry the cycle.

82378 SYSTEM /0 (SI0)

5.1.3.2 SIO As A Master—Response To Target-
Initiated Termination

SIO’s response as a master to target-termination:

1. For a target-abort, the SIO will not retry the cycle.
If an ISA master or the DMA is waiting for the PCI
cycle to complete (CHRDY negated), the target-
abort condition will cause the SIO to assert
CHRDY and end the cycle on the ISA Bus. If the
ISA master or DMA device was reading from PCl
memory, the SIO will drive all 1's on the data lines
of the ISA Bus. The Received Target-abort Status
bit in the PCI Status Register will be set indicating
that the SIO experienced a target-abort condition.

2. If the SIO is retried as a master on the PCl Bus, it
will remove it's request for 2 PCl clocks before
asserting it again to retry the cycle.

3. It the SIO is disconnected as a master on the PCI
Bus, it will respond very much as it it had been
retried. The difference between retry and discon-
nect is that the SIO did not see any data phase for
the retry. Disconnect may be generated by a PCI
slave when the SIO is running a burst memory
read cycle to fili it's 8-byte Line Buffer. In this
case, the SIO may need to finish a muiti-data
phase transfer, and thus, must recycie through ar-
bitration as required for a retry. An example of this
is when the on-board DMA requests an 8-byte
Line Buffer transfer and the SIO is disconnected
before the Line Buffer is completely filled.

peiclk A1 /A2 \__ A \__ A \_ A _ Ak \_A \___A
] ' i ] 1 ] 1
FRAME# _ 1 _ \ ' ' ) ! L SR A g
1 ] 1 1 ] 1 )
wove _ o _ _ _ ] & Y ! ' ' I AR
1 ] ] ] 1 ] [}
—— e— —_— e — A e — — e —— —_—— ——— — —
TRDY# | , . X . .
-t R e I SR T
—_— & e - _NO RESPONSE- —. 1—
DEVSELY . _ _ _ _ . e e e el ACKNOWLEDGE - _ - . .
290473-14

Figure 5. Master—Initiated Termination (Master-Abort)
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5.1.3.3 SIO As A Target—Target-Initiated
Termination

The SIO supports three forms of Target-initiated Ter-
mination:

Disconnect refers to termination re-
quested because the SIO is unable to
respond within the latency guidelines
of the PCI specification. Note that this
is not usually done on the first data
phase.

Disconnect

Retry Retry refers to termination requested
because the target is currently in a
state which makes it unable to pro-
cess the transaction.

Abort Abort refers to termination requested
because the target will never be able

to respond 1o the transaction.

The SIO will initiate Disconnect for PCl-originated/
ISA-bound cycles after the first data phase due to
incremental latency requirements. Since the SIO has
only one Posted Write Buffer and every PCl to ISA
incremental data phase will take longer than the
specified 8 clocks, the SIO will always terminate
burst cycles with a disconnect protocol. An example
of this is when the SIO receives a burst memory
write. Since the SIO only has one Posted Write Buff-
er, the transaction will automatically be disconnect-
ed after the first data phase.

The SIO will retry PCt masters

1. For memory write cycles when the posted write
buffer is full

2. When the pending PCI cycle initiates some type
of buffer management activity

3. When the SIO is locked as a resource and a PCI
master tries to access the SIO without negating
the LOCK # signal in the address phase.

4. When the ISA Bus is occupied by an ISA master
or DMA.

Target-abort is issued by the SIO when the internal
SIO registers are the target of a PCi master 1/0
cycle and more than one byte enable is active.
Accesses to the BIOS Timer Register and the Scat-
ter/Gather Descriptor Table Pointer Registers are
exceptions to this rule. Accesses to the Scatter/
Gather Descriptor Table Pointer Register must be
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32-bits wide and accesses to the BIOS Timer Regis-
ter must be 16- or 32-bits wide. These accesses will
not result in a SIO target-abort. The SIO responds
with a target-abort since the registers must be ac-
cessed as 8-bit quantities. Target-abort resembles a
retry, although the SIO also negates DEVSEL #
along with the assertion of STOP#. Bit 11 in the
Device Status Register is set to a 1 when the SIO
target-aborts.

5.1.4 BUS LATENCY TIME-OUT

5.1.4.1 Master Latency Timer

Because the SO only bursts a maximum of two
Dwords, the PCl master latency timer is not imple-
mented.

5.1.4.2 Target Incremental Latency Mechanism

As a slave, the SIO supports the Incremental Laten-
cy Mechanism for PCi to ISA cycles. The PC! specifi-
cation states that for multi-data phase PCI cycles, if
the incremental latency from current data phase (N)
to the next data phase (N+1) is greater than
8 PCICLK's, then the slave must manipulate TRDY #
and STOP# to stop the transaction upon comple-
tion of the current data phase (N). Since all PCl-origi-
nated (SIO is a slave)/ISA-bound cycles will require
greater than the stated 8 PCICLK's, the SIO will au-
tomatically terminate these cycles after the first data
phase. Note that latency to the first data phase is
not restricted by this mechanism.

5.1.5 PARITY SUPPORT

As a master, the SIO generates address parity for
read and write cycles, and data parity for write cy-
cles. As a slave, the SIO generates data parity for
read cycles. The SIO does not check parity and
does not generate SERR #.

PAR is the calculated parity signal. PAR is “‘even’
parity and is calculated on 36 bits; the 32 AD[31:0]
signals plus the 4 C/BE[3:0] # signals. “Even’’ pari-
ty means that the number of 1's within the 36 bits
plus PAR are counted and the sum is always even.
PAR is always calculated on 36 bits, regardless of
the valid byte enables. PAR is only guaranteed 10 be
valid one PCl clock after the corresponding address
or data phase.

ADVANCE INFORMATION I



intgl.

5.1.6 RESET SUPPORT

The PCIRST # pin acts as the SIO hardware reset
pin.

During Reset

ADI[31:0], C/BE[3:0]#, and PAR are always driven
low by the SIO from the leading edge of PCIRST #.
FRAME #, IRDY #, TRDY#, STOP#, DEVSEL#,
MEMREQ#, FLSHREQ#, CPUGNT#, GNTO#/
SIOREQ#, and GNT1#/ RESUME # are tri-stated
from the leading edge of PCIRST #.

GNT2# and GNT3# are tri-stated from the leading
edge of PCIRST #.

After Reset

AD[31.0], C/BE[3:0] #, and PAR are always tri-stat-
ed from the trailing edge ot PCIRST #. If the internal
arbiter is enabled (CPUREQ# sampled high on the
trailing edge of PCIRST #), the SIO will drive these
signals low again (synchronously 2-5 PCICLKs later)
until the bus is given to another master. If the inter-
nal arbiter is disabled (CPUREQ# sampled iow on
the trailing edge of PCIRST #), these signals remain
tri-stated until the SIO is required to drive them valid
as a master or slave.

FRAME#, [RDY#, TRDY#, STOP#, and
DEVSEL # remain tri-stated until driven by the SIO
as either a master or a slave. MEMREQ#,
FLSHREQ#, CPUGNT #, GNTO#/SIOREQ#, and
GNT1#/RESUME # are tri-stated until driven by the
SIO.

GNT2# and GNT3# are tri-stated until driven by the
SIO.

After PCIRST, MEMREQ# and FLSHREQ# are
driven inactive asynchronously from PCIRST # inac-
tive. CPUGNT #, GNTO#/SIOREQ#, and GNT1#/
RESUME# are driven based on the arbitration
scheme and the asserted REQx #'s.

GNT2# and GNT3# are also driven based on the
arbitration scheme and the asserted REQx #'s.

I ADVANCE INFORMATION
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5.1.7 DATA STEERING

Data steering logic internal to the SIO provides the
assembly/disassembly, copy up/copy down mecha-
nism for cycles between the 32-bit PCI data bus and
the 16-bit ISA Bus. The steering logic ensures that
the correct bytes are steered to the correct byte lane
and that multiple cycles are run where applicable.

5.2 PCI Arbitration Controller

The 82378 contains a PC! Bus arbiter that supports
six PCl masters; the Host Bridge, SIO, and four other
masters. The SIO's REQ#/GNT # lines are internal.
The integrated arbiter can be disabled by asserting
CPUREQ# during PCIRST# (see Section 5.2.7,
Power-up Configuration). When disabled, the SIO's
REQ#, GNT #, and RESUME # signals become visi-
ble for an external arbiter. The internal arbiter is en-
abled upon power-up.

The internal arbiter contains several features that
contribute to system efficiency:

e Use of a RESUME# signal to re-enable a
backed-off initiator in order to minimize PC| Bus
thrashing when the SIO generates a retry (Sec-
tion 5.2.4.1).

® A programmable timer to re-enable retried initia-
tors after a programmable number of PCICLK's
(Section 5.2.4.2).

¢ The CPU (host bridge) can be optionally parked
on the PCI Bus (Section 5.2.5),

e A programmable PCl Bus lock or PCI resource
lock function (Section 5.2.6).

The PCI arbiter is also responsible for control of the

Guaranteed Access Time (GAT) mode signals (Sec-
tion 5.2.3.2).
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5.2.1 ARBITRATION SIGNAL PROTOCOL

The internal arbiter follows the PCI arbitration meth-
od as outlined in the Peripheral Component Inter-
connect (PC!) Specification. The SIO's arbiter is dis-
cussed in this section.

5.2.1.1 Back-To-Back Transactions

The SIO as a master does not generate fast back-
to-back accesses since it does not know if it is ac-
cessing the same target.

The SIO as a target supports fast back-to-back
transactions. Note that for back-to-back cycles, the
SIO treats positively decoded accesses and subtrac-
tively decoded accesses as different targets. There-
fore, masters can only run fast back-to-back cycles
to positively decoded addresses or to subtractively
decoded addresses. Fast back-to-back cycles must
not mix positive and subtractive decoded addresses.
See the address decoding section to determine
what addresses the SIO positively decodes and sub-
tractively decodes.

5.2.2 PRIORITY SCHEME

The PCI arbitration priority scheme is programmable
through the PCI Arbiter Priority Control and Arbiter
Priority Control Extension Register. The arbiter con-
sists of four banks that can be configured for the six

L]
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masters 1o be arranged in a purely rotating priority

scheme, one of twenty-four fixed priority schemes,
or a hybrid combination (Figure 6).

Note that SIOREQ# /SIOGNT# are SIO internal
signals.

The PCI Arbiter Priority Control (PAPC) and PC! Arbi-
ter Priority Control Extension Register bits are
shown below:

PCI Arbiter Priority Control Register Bits (PAPC)

@
=

Description

Bank 3 Rotate Control

Bank 2 Rotate Control

Bank 1 Rotate Control

Bank O Rotate Control

Bank 2 Fixed Priority Mode select B
Bank 2 Fixed Priority Mode select A
Bank 1 Fixed Pricrity Mode select
Bank 0 Fixed Priority Mode select

O =« N WdH OO

PCI Arbiter Priority Contro! Extension Register
Bits (ARBPRIX)

Bit Description
7:1 Reserved. Read as 0
0 Bank 3 Fixed Priority Mode select

PAPC defaults to 04h and ARBPRIX to 0Ch at reset
selecting fixed mode # 10 (Table 8) with the CPU the
highest priority device guaranteeing access to BIOS.

Fixed Rotate
Control Control
Bank0 Bank 0
SIOR —0
1OREQW Bank 0 }
REQO# —»
00
REQ1# —»i0
Bank 3 M1 Bank2 —»
REQ24 —{1
T "o
Fixed Rotate 1T I
Control Control Fixed Rotate
Bank3 Bank3 Control  Control
Bank2 Bank2
(a,b)
CPUREG# —10 gy |
REQ3# —»
T T
Fixed Rotate
Control Control
Bank 1 Bank1
290473-A2

Figure 6. Arbiter Configuration Dlagram for 8237828
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5.2.2.1 Fixed Priority Mode

The 24 selectable fixed priority schemes are listed in Table 8.

82378 SYSTEM /0 (SI10)

Table 8. Fixed Priority Mode Bank Control Bits

] Bank prioity |
Mode
L 3/ 2b 2a*LL Highest o Lowest
o0 [ojoo|o|o|sioreas [REQo# |REQ2# |REQs+ | CPUREQ# [REQ1#
01 |0| 0| 0|0|1 REQO# |SIOREQ# |REQ2# | REQ34# | CPUREQ# | REQ#
02 o] o|o1]o|sioREQ# |REQO# |REQ2# |REQ3¢ |REQ1# | CPUREQ#
03 |0| 0|0 |1|1|REQO# |SIOREQ# |REQ2# |REQ3# |REQ1# | CPUREQ#
oa |o|lo|1]o]o|cPurea# |REQ1# | SIOREQ# |REQO# | REQ2# | REQ3#
05 |0l 0|10l 1|CPUREG# | REQ1# | REQO# | SIOREQ# | REQ2# | REQ3#
o6 |o|o]|1]1]|o|Reqi# |cruReq# |siOREQ# |REQo# |REQ2# | REQ3#
07 |o| o|1]1]1]/REQ1# |cCPUREQ# |REQO# | SIOREQ# | REQ2# | REQ3#
08 |0] 1] 0]|0|0|REQ2# |REQ3# |CPUREQ# |REQi1# | SIOREQ# | REQO#
09 |0] 1| 0|0|1|REQ2# |REQ3* | CPUREQ# |REQ1# | REQO# | SIOREQ#
0A |0] 1] 0]|1|0|REQ2# |REQ3# |REQ1# | CPUREQ# | SIOREQ# | REQU#
o8 |0 1]0]|1|1| REQ2# |REQ3# |REQ1# |CPUREQ# |REQO# | SIOREQ#
OC=OF | 0| 1 1 |x]|x Reserved
10 |1]0|0|0|0|SIOREQ# |REQO# | REQ3# |REQ2# | CPUREQ# | REQ1#
11 10| 0|0]|1|REQO# SIOREQ# | REQ3# REQ2+# CPUREQ# | REQ1#
12 |1 0| o0|1]0]siorEq# |REQo# |REQa# |REQ2# |REQ1# | CPUREQ#
3 (110l ol1 1 Reaos | sioreQ# | REQ3# | mEQ2#¢ | REQ1# | CPUREQ#
14 111 0] 1]0|0|CPUREQ# | REQ1# | SIOREQ# | REQO# |REQ3# | REQ2#
15 {110 1l0|1]|crPurEQ# |REQ1# | REQO# | SIOREQ# | REQ3# | REQ2#
16 |1/0|1|1/0 REQI# | SPUREQ# | SIOREQ# | REQO# |REQ3# | REQ2#
17 _J1]o |1 ]1]1]REQrY L‘CP‘DREO# REQO# | SIOREQ# |REQ3# | REQ2#
18 |1]1]00l0|REQ3# |REQ2# |CPUREQ# |REQ1# | SIOREQ# | REQO#
19 |11 ]0lol1|reqs# |REQ2# |cPUREQs |REQi¢ |REQo# | sioReq#
A {111 Tol1]0|Reqar |Reazr | AEQi# | CPUREG# | SIOREQ# | REQO#
18 1 [o]1/1]Reas# [Rec2s |REQ1# |cPUREQ# |REQO# | SIOREQ# |
1C-1F [ 1] 1 1 | x| x Reserved B
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The fixed bank control bit(s) selects which requester
is the highest priority device within that particular
bank. For fixed priority mods, bits[7:4] of the PAPC
Register and bit zero of ARBPRIX must be 0's (ro-
tate mode disabled).

The selectable fixed priority schemes provide 24 of
the 64 possible fixed mode permutations possible
for the six masters.

5.2.2.2 Rotating Priority Mode

When any bank rotate control bit is set to a one, that
particular bank rotates between the requesting in-
puts. Any or all banks can be set in rotate mode. If
all four banks are set in rotate mode, the six support-
ed masters are all rotated and the arbiter is in a pure
rotating priority mode. |f, within a rotating bank, the
highest priority device (a) does not have an active
request, the lower priority device (b or c) will be
granted the bus. However, this does not change the
rotation scheme. When the bank toggles, device b is
the highest priority. Because of this, the maximum
latency a device can encounter is two complete ro-
tations.

5.2.2.3 Mixed Priority Mode
Any combination of fixed priority and rotate priority

modes can be used in different arbitration banks to
achieve a specific arbitration scheme.

intgl.

When a master acquires the LOCK # signal, the arbi-
ter gives that master highest priority until the
LOCK# signal is negated and FRAME # is negated.
This ensures that a master that locked a resource
will eventually be able to unlock that same resource.

5.2.2.4 Locking Masters

5.2.3 MEMREQ#, FLSHREQ #, AND MEMACK #
PROTOCOL

Before an ISA master or the DMA can be granted
the PC! Bus, it is necessary that all PCl system post-
ed write buffers be flushed (including the SIO’s Post-
ed Write Buffer). Also, since the ISA originated cycle
could access memory on the host bridge, it's possi-
ble that the ISA master or the DMA could be held in
wait states (via |IOCHRDY) waiting for the host
bridge arbitration for ionger than the 2.5 us ISA
specification. The SIO has an optional mode called
the Guaranteed Access Time Mode (GAT) that en-
sures that this timing specification is not violated.
This is accomplished by delaying the ISA REQ # sig-
nal to the requesting master or DMA until the ISA
Bus, PCI Bus, and the System Memory Bus are arbi-
trated for and owned.

Three PCl  sideband signals, MEMREQ#,
FLSHREQ#, and MEMACK# are used to support
the System Posted Write Buffer Fiushing and Guar-
anteed Access Time mechanisms. The MEMACK #
signal is the common acknowledge signal for both
mechanisms. Note that when MEMREQ # is assert-
ed, FLSHREQ # is also asserted. Table 9 shows the
relationship between MEMREQ# and FLSHREQ#:

Table 9. FLSHREQ #, MEMREQ #

FLSHREQ# MEMREQ # Meaning
1 1 idle
0 1 Flush buffers pointing towards PCl to avoid I1SA deadlock
1 0 Reserved
0 0 GAT mode, Guarantee PC! Bus immediate access to main memory
2-1202
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5.2.3.1 Flushing the System Posted Write
Buffers

Once an ISA master or the DMA begins a cycle on
the ISA Bus, the cycle can not be backed-off. It can
only be held in wait states via IOCHRDY. In order to
know the destination of ISA master cycles, the cycle
needs to begin. However, after the cycle has start-
ed, no other device can intervene and gain owner-
ship of the ISA Bus until the cycle has completed
and arbitration is performed. A potential deadlock
condition exists when an SA originated cycle tc the
PCI Bus finds the PClI target inaccessible due to an
interacting event that also requires the ISA Bus. To
avoid this potential deadlock, all PCl posted write
buffers in the system must be disabied and flushed
before DACK can be returned. The buffers must re-
main disabled while the ISA Bus is occupied by an
ISA master or the DMA.

When an ISA master or the DMA requests the ISA
Bus, the SIO asserts FLSHREQ#. FLSHREQ# is
an indication to the system to flush all posted write
buffers pointing towards the PCI Bus. The SIO also
flushes it's own Posted Write Buffer. Once the post-
ed write buffers have been flushed and disabled, the
system asserts MEMACK #. Once the SIO receives
the MEMACK # acknowledgment signal, it asserts
the DACK signal giving the requesting master the
bus. FLSHREQ# stays active as iong as the ISA
master or DMA owns the ISA Bus.

5.2.3.2 Guaranteed Access Time Mode

Guaranteed Access Time (GAT) Mode is enabled/
disabled via the PCl Arbiter Control Register. When
this mode is enabled, the MEMREQ# and
MEMACK # signals are used to guarantee that the
ISA 2.5 us IOCHRDY specification is not violated.

When an ISA master or DMA slave requests the ISA
Bus (DREQ# active), the ISA Bus, the PCl Bus, and
the memory bus must be arbitrated for and all three
must be owned before the ISA master or DMA slave
is granted the ISA Bus. After receiving the DREQ #
signal from the ISA master or DMA slave,
MEMREQ# and FLSHREQ# are asserted
(FLSHREQ# is driven active, regardless of GAT

I ADVANCE INFORMATION
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mode being enabled or disabled). MEMREQ# is a
request for direct access to main memory.
MEMREQ# and FLSHREQ# will be asserted as
long as the ISA master or the DMA owns the ISA
Bus. When MEMACK # is received by the SIO (all
posted write buffers are flushed and the memory bus
is dedicated to the PCl interface), it will request the
PClI Bus. When it is granted the PCI Bus, it asserts
the DACK signal releasing the ISA Bus to the re-
questing master or the DMA.

The use of MEMREQ#, FLSHREQ#, and
MEMACK# does not guarantee functionality with
ISA masters that don't acknowledge IOCHRDY.
These signals just guarantee the IOCHRDY inactive
specification.

NOTE:
Usage of an external arbiter in GAT mode
will require special logic in the arbiter.

5.2.4 RETRY THRASHING RESOLVE

When a PCl initiator's access is retried, the initiator
releases the PCl Bus for a minimum of two PCI
clocks and will then normally request the PCi Bus
again. To avoid thrashing the bus with retry after re-
try, the PCI arbiter provides REQ# masking. The
REQ# masking mechanism differentiates between
SIO targst retries and all other retries.

For initiators which were retried by the SIO as a tar-
get, the masked REQ# is flagged to be cleared
upon RESUME # active. All other retries trigger the
Master Retry Timer, if enabled. Upon expiration of
this timer, the mask is cleared.

5.2.4.1 Resume Function (RESUME #)

The conditions under which the SIO forces a retry to
a PC! master and wili mask the REQ# are:

1. Any required butfer management

2. ISA Bus occupied by ISA master or DMA

3. The PCl to ISA Posted Write Buffer is full

4. The SIO is locked as a resource and LOCK # is
asserted during the address process.
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The RESUME # signa! is pulsed whenever the SIO
has retried a PCl cycle for one of the above reasons
and that condition has passed. When RESUME # is
asserted, the SIO will unmask the REQ#'s that are
masked and flagged to be cleared by RESUME #.

If the internal arbiter is enabled, RESUME # is an
internal signal. The RESUME # signal becomes visi-
ble as an output when the interna! arbiter is disabled.
This allows an external arbiter to optionally avoid re-
try thrashing associated with the SIO as a target.
The RESUME # signal is asserted for one PCi clock.

5.2.4.2 Master Retry Timer

To re-enable a PCi master's REQ# which resulted
in a retry to a slave other than the SIO, a SIO pro-
grammable Master Retry Timer has been provided.
This timer can be programmed for O {(disabled}, 186,
32, or 64 PCICLKs. Once the SIO has detected that
a PCI slave has forced a retry, the timer will be trig-
gered and the corresponding master's REQ # will be
masked. All subsequent PCI retries by this REQ#
signal will by masked by the SIQ. Expiration of this
timer will unmask all of the masked requests. This
timer has no effect on the request lines that have
been masked due to a SIO retry.

If no other PCi masters are requesting the PCI Bus,
all of the REQ#’s masked for the timer will be
cleared and the timer will be reset. This is necessary
to assist the host bridge in determining when to re-
enable any disabled posted write buffers.

5.2.5 BUS PARKING

The SIO arbitration logic supplies a mechanism for
PCI Bus parking. Parking is only ailowed for the de-
vice which is tied to CPUREQ # (typically the system
CPU). When bus parking is enabled, CPUGNT # wiii
be asserted when no other agent is currently using
or requesting the bus. This achieves the minimum
PCI arbitration latency possible. Enabling of bus
parking is achieved by programming the Arbiter Con-
trol Register. REQO#, REQ1#, and the internal
SIOREQ# are not allowed to park on the PCl Bus.

Upon assertion of CPUGNT # due 1o bus parking
enabled and the PCl Bus idle, the CPU (or the
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parked agent) must ensure that AD[31:0],
C/BE([3:0], and (one PCICLK later) PAR are driven.

It bus parking is disabled, the SIO takes responsibili-
ty for driving the bus when it is idle.

§.2.6 BUS LOCK MODE

As an option, the SIO arbiter can be configured to
run in Bus Lock Mode or Resource Lock Mode. The
Bus Lock Mode is used to lock the entire PCI Bus.
This may improve performance in some systems
that frequently run quick read-modify-write cycles.
Bus Lock Mode emulates the LOCK environment
found in today's PC by restricting bus ownership
when the PC! Bus is locked. With Bus Lock enabled,
the arbiter recognizes a LOCK # being driven by any
initiator and does not allow any other PCI initiator to
be granted the PC| Bus until LOCK# and FRAME #
are both negated indicating the master released
lock. When Bus Lock is disabled, the default re-
source lock mechanism is implemented (normal re-
source lock) and a higher priority PCI initiator could
intervene between the read and write cycles and run
non-exclusive accesses to any unlocked resource.

5.2.7 POWER-UP CONFIGURATION

The SiO’s arbiter is enabled it CPUREQ# is sam-
pied high on the trailing edge of PCIRST #. When
enabled, the arbiter is set in fixed priority mode 4
with CPU bus parking turned off. Fixed mode 4 guar-
antees that the CPU will be able to run accesses to
the BIOS in order to configure the system, regard-
less of the state of the other REQ #’s. Note that the
Host Bridge should drive CPUREQ# high during the
trailing edge of PCIRST #. When the arbiter is en-
abled, the SIO acts as the central resource responsi-
ble for driving the AD{31:0], C/BE([3:0] #, and PAR
signals when no one is granted the PC! Bus and the
bus is idle. The SIO is always responsible for driving
AD[31:0], C/BE[3:0] #, and PAR when it is granted
the bus and as appropriate when it is the master of a
transaction. After reset, if the arbiter is enabled,
CPUGNT#, GNTO#, GNT1#, and the internal
SIOGNT # will be driven based on the arbitration
scheme and the asserted REQ#'s.
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If an external arbiter is present in the system, the
CPUREQ# signal should be tied low. When
CPUREQ# is sampled low on the ftrailing edge of
PCIRST #, the internal arbiter is disabled. When the
internal arbiter is disabled, the SIO does not drive
AD[31:0], C/BE[3:0] #, and PAR as the central re-
source. In this case, the SIO is only responsible for
driving AD[31:0], C/BE[3:0]#, and PAR when it is
granted the bus. If the SIO’s arbiter is disabled,
GNTO# becomes SIOREQ#, GNT1# becomes
RESUME #, and REQO # becomes SIOGNT #. This
exposes the normally embedded SIO arbitration sig-
nals.

NOTE:
Usage of an external arbiter in GAT mode
will require special logic in the arbiter.

5.3 ISA Interface

5.3.1 ISA INTERFACE OVERVIEW

The SIO incorporates a fully ISA Bus compatible
master and slave interface. The SIO directly drives
six ISA slots without external data or address buff-
ers. The ISA interface also provides byte swap logic,
1/O recovery support, wait-state generation, and
SYSCLK generation.

The ISA interface supports the following types of cy-
cles:

¢ PCl-initiated (/0 and memory cycles to the ISA
Bus.

* DMA compatible cycles between PCl memory
and ISA I/0 and between ISA 1/0 and ISA mem-
ory, DMA type “A’”, type "B", and type "F" cycles
between PCl memory and ISA 1/0.

82378 SYSTEM 1/0 (SI10)

* |ISA Refresh cycles initiated by either the SIO or
an external ISA master.

® ISA master-initiated memory cycles to the PCI
Bus and ISA master-initiated 1/0 cycles to the
internal SIO registers.

The refresh and DMA cycles are shown and de-
scribed in Section 5.4.

5.3.2 SIO AS AN ISA MASTER

The SIO executes ISA cycles as an ISA master
whenever a PCl initiated cycle is forwarded to the
ISA Bus. The SIQO also acts as an ISA master on
behalf of DMA and refresh.

ISYSCLK is an internal B MHz clock.

5.3.3 SIO AS AN ISA SLAVE

The SIO operates as an ISA slave when:
* An ISA master accesses SIO internal registers.

* An ISA master accesses PCl memory on the PCI
Bus.

5.3.3.1 ISA Master Accesses To SIO Registers

An ISA Bus master has access to SIO internal regis-
ters as shown in Table 19. An ISA master to SIQO
register cycle will always run as an 8-bit extended
cycle (IOCHRDY will be held inactive until the cycle
is completed).

Table 10. Arbitration Latency

Bus Condition

Arbitration Latency

Parked

0 PCICLKs for Agent 0, 2 PCICLKs for All Other

Not Parked

1 PCICLK for All Agents

I ADVANGCE INFORMATION
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5.3.3.2 ISA Master Accesses to PCl Resource

An ISA master can access PClI memory, but not I/0
devices residing on the PCI Bus. The ISA/DMA ad-
dress decoder determines which memory cycles
should be directed towards the PCI Bus. During ISA
master read cycles 1o the PCI Bus, the SIO will re-
turn ali 1's if the PCI cycle is target-aborted or does
not respond.

it the SIO is programmed for GAT mode, the SIO
arbiter will not grant the ISA Bus before gaining own-
ership of both the PCI Bus and system memory.
However, if the SIO 1s not programmed in this mode,
the SIO does not need to arbitrate for the PCI Bus
before granting the ISA Bus to the ISA master. For
more details on the arbitration, refer to Section
52.2.

All cycles forwarded to a PCl rescurce will run as
16-bit extended cycles (i.e. IOCHRDY will be held
inactive until the cycle is completed).

Because the ISA bus size is ditferent from the PCI
bus size, the data steering logic inside the SIO is
responsible for steering the data to the correct byte
lanes on both buses, and assembling/disassembly-
ing the data as necessary.

5.3.4 ISA MASTER TO ISA SLAVE SUPPORT

During ISA master cycles to ISA slaves, the SIO
drives several signals 1o support the transfer:

BALE:

This signal is driven high white the ISA master owns
the ISA Bus.

intal.

This signal is driven low while the ISA master owns
the ISA Bus.

AEN:

SMEMR # and SMEMW #:

These signals are driven active by the SIO whenever
the ISA master drives a memory cycle to an address
below 1 Mb.

Utility Bus Buffer Control Signals and Chip Se-
lect Signals:

These signals are driven active as appropriate
whenever an ISA master accesses devices on the
Utitity Bus. For more details, see Section 5.9.

Data Swap Logic:

The data swap logic inside the SIO is activated as
appropriate to swap data between the even and odd
byte lanes. This is discussed in further detail in Sec-
tion 5.3.5.

5.3.5 DATA BYTE SWAPPING

The data swap logic is integrated in the SIO. For
slaves that reside on the ISA Bus, data swapping is
performed if the slave (I/O or memory) and ISA bus
master (or DMA) sizes differ and the upper (odd)
byte of dala is being accessed. Table 11 shows
when data swapping is provided during DMA. Table
12 shows when data swapping is provided during
ISA master cycles 1o 8-bit ISA slaves.

] Table 11. DMA Data Swap
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7 "E)MA I/Q De?ice ISA Mem‘orvaIave Swap Comments ;
Size Size 1/0 > Memory

I ﬁﬁé—Bit- 7 R 778—Bit ” 7‘_Tmm SD{?:O] > 7 50[7:61‘

- 8—8:} - 16-éi{ | Yeisw SDi?:O] > éD[?:O] ]

o o ] sowore— o sonisel |

JG’-Bil l 7 8-Bit I fjo o Not Supported ]

16-Bit ] 16-Bit ~No SD[15:0) «—  sD[150]
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The SIO monitors the SBHE # and SAOD signals to determine when to swap the data. The SIO ensures that the
data is piaced on the appropriate byte lane.

Table 12. 16-Bit Master to 8-Bit Slave Data Swap

SBHE # SAQ SD[15:8] SD[7:0] Comments
0 0 / Odd Even Word Transfer {data swapping not required)
OﬁLh 1 thdd kE‘v;n Byte Swap(1.2)
1 0 — Even Byte Transtfer (data swapping not required)
1 1 = T = ] Notlowed
NOTES:

1. For ISA master read cycles, the SIO swaps the data from the lower byte to the upper byte.
2. For ISA master write cycles, the SIO swaps the data from the upper byte to the lower byte.
5.3.6 ISA CLOCK GENERATION

The SIO generates the ISA system clock (SYSCLK). SYSCLK is a divided down version of the PCICLK (see
Table 13). The clock divisor value is programmed through the ISA Clock Divisor Register.

Table 13. SYSCLK Generation from PCICLK

PCICLK (MHz) ] Divisor (Prpgrammable) SYSCLK (MHz)
25 F— 3 8.33
33 4 (default) 8.33

NOTE:
For PC! frequencies less than 33 MHz (not including 25 MHz), a clock divisor vaiue must be selected that ensures that the
ISA Bus frequency does not violate the 6 MHz to 8.33 MHz SYSCLK specification

5.3.7 WAIT STATE GENERATION The SIO will shorten the following cycles, if
ZEROWS # is sampled active.

The SIO will add wait states to the foliowing cycles, * During SIO master cycles (not including DMA) to

it IOCHRDY is sampled active low. Wait states wili 8-bit and 16-bit ISA memory.
be added as long as IOCHRDY is low. ) ) .
) ® During SIO master cycles (not including DMA) to
* During Refresh and SIO master cycles (not in- 8-bit ISA 1/0 only.
cluding DMA) to the ISA Bus.
* During DMA compatible transfers between ISA For ISA master cycles targeted for the SIO’s internal
170 and {SA memory only. registers or PCl memory, the SIO will not assert
ZEROWS #.
For ISA master cycles targeted for the SIO's internal
registers or PCl memory, the SIO will always extend NOTE:
the cycle by driving IOCHRDY low until the transac- If IOCHRDY and ZEROWS# are sampled
tion is complete. active at the same time, IOCHRDY will take

precedence and wait-states will be added.
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5.3.8 1/0 RECOVERY

The 1/0 recovery mechanism in the SIO is used to
add additional recovery delay between PCI originat-
ed 8-bit and 16-bit 1/0 cycles to the ISA Bus. The
SIO automatically forces a minimum delay of four
SYSCLKs between back-to-back 8- and 16-bit 1/0
cycles to the ISA Bus. This delay is measured from
the rising edge of the I/O command (IOR# or
IOW #) to the falling edge of the next BALE. if a
delay of greater than four SYSCLKSs is required, the
ISA {/O Recovery Time Register can be pro-
grammed to increase the delay in increments of
SYSCLKs. No additional delay is inserted for back-
to-back 1/0 “sub cycles"” generated as a result of
byte assembly or disassembly .

5.4 DMA Controller

5.4.1 DMA CONTROLLER OVERVIEW

The DMA circuitry incorporates the functionality of
two 82C37 DMA controllers with seven indepen-
dently programmable channels (Channels 0-3 and
Channels 5-7). DMA Channel 4 is used to cascade
the two controllers and wilt default to cascade mode
in the DMA Channel Mode (DCM) Register. In addi-
tion to accepting requests from DMA slaves, the

intel.

DMA controller also responds to requests that are
initiated by software. Software may initiate a DMA
service request by setting any bit in the DMA Chan-
nel Request Register to a 1. The DMA controller for
Channels 0-3 is referred to as “DMA-1" and the
controller for Channels 4-7 is referred to as
"DMA-2".

Each DMA channel may be programmed for 8- or
16-bit DMA device size and I1SA-compatible, Type
“A", Type "B”, or Type "F" transfer timing. Each
DMA channel defaults to the compatible settings for
DMA device size: channels [3:0] default to 8-bit,
count-by-bytes transfers, and channels [7:5] default
to 16-bit, count-by-words (address shifted) transfers.
The SIO provides the timing control and data size
translation necessary for the DMA transfer between
the PCi and the ISA Bus. {SA-compatible is the de-
fault transfer timing.

Full 32-bit addressing is supported as an extension
of the ISA-compatible specification. Each channel
includes a 16-bit ISA compatible Current Register
which holds the 16 least-significant bits of the 32-bit
address, and an ISA compatible Low Page Register
which contains the sight second most significant
bits. An additional High Page Register contains the
eight most significant bits of the 32-bit address.

Channel 4

Channel 0 DMA-1
Channel 1 ——

Channel 2 ——
Channel 3 —|

OMA-2
Channel 5 —

Channel 6 ——

Channel 7 ——4

290473-37

Figure 7. Internai DMA Controller
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The DMA controller also features refresh address
generation, and auto-initialization following a DMA
termination.

The DMA controller receives commands from the
ISA Bus arbiter to perform either DMA cycles or re-
fresh cycles. The arbiter determines which requester
from among the requesting DMA slaves, the PCI
Bus, and refresh should have the bus.

The DMA controller is at any time either in master
mode or slave mode. In master mode, the DMA con-
troller is either servicing a DMA slave's request for
DMA cycles, or allowing a 16-bit ISA master to use
the bus via a cascaded DREQ signal. In slave mode,
the SIO monitors both the ISA Bus and the PCl, de-
coding and responding to 1/O read and write com-
mands that address its registers.

Note that a DMA device (I/0 device) is always on
the ISA Bus, but the memory device is either on the
ISA or PCI Bus. If the memory is decoded to be on
the ISA Bus, then the DMA cycle will run as a com-
patible cycle. if the memory is decoded to be on the
PCI Bus, the cycle can run as compatible, “A”, "“B",
or “F type. The ISA controller will not drive a valid
address for type “A”, “B”, and "“F" DMA transfers
on the ISA Bus.

When the S1O is running a DMA cycle in compatible
timing mode, the SIO will drive the MEMR# or
MEMW # strobes if the address is less than
16 MBytes (00000000h-00FFFFFFh). These
memory strobes will be generated regardiess of
whether the cycle is decoded for PCl or ISA mem-
ory. The SMEMR# and SMEMW # wilt be gener-
ated if the address is less than 1 MBytes
(00000000h~Q00FFFFFh). If the address is greater
than 16 MBytes (01000000h-FFFFFFFFh) the
MEMR # or MEMW # strobe wiil not be generated in
order to avoid aliasing problems. For type “A"”, “B",
and "“F" timing mode DMA cycles, the SIO will only
generate the MEMR # or MEMW # strobe when the
address is decoded for ISA memory. When this oc-
curs, the cycle converts to compatible mode timing.

I ADVANGE INFORMATION
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During DMA cycles, the ISA controller drives AEN
high to prevent the |/O devices from misinterpreting
the DMA cycle as a valid /O cycie. The BALE signal
is also driven high during DMA cycles. Also, during
DMA memory read cycles to the PCl Bus, the SIO
will return all 1's to the ISA Bus if the PCI cycle is
either target-aborted or does not respond.

Further details can be found in the 82C37 data
sheet.

5.4.2 DMA TIMINGS

ISA Compatible timing is provided for DMA slave de-
vices. Three additional timings are provided for /O
slaves capable of running at faster speeds. These
timings are referred to as Type “A”, Type “B"”, and
Type “F".

5.4.2.1 Compatibie Timing

Compatible timing runs at 8 SYSCLKs during the re-
peated portion of a Block or Demand mode transfer.

5.4.2.2 Type "“A” Timing

Type “A’ timing is provided to allow shorter cycles
to PClI memory. Type "A’ timingruns at 6 SYSCLKs
(720 ns/cycle) during the repeated portion of a block
or demand mode transfer. This timing assumes an
8.33 MHz SYSCLK. Type “A” timing varies from
compatible timing primarily in shortening the memo-
ry operation to the minimum allowed by system
memory. The I/0 portion of the cycle (data setup on
write, 1/0 read access time) is the same as with
compatible cycles. The actual active command time
is shorter, but it is expected that the DMA devices
which provide the data access time or write data
setup time should not require excess IOR# or
IOW # command active time. Because of this, most
ISA DMA devices should be able to use type "A”
timing.
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5.4.2.3 Type “B"” Timing

Type "“B" timing is provided for 8-/16-bit iISA DMA
devices which can accept faster I/0O timing. Type
“B"” only works with PCl memory. Type “B" timing
runs at 5 SYSCLKs (600 ns/cycle) during the re-
peated portion of a Block or Demand mode transfer.
This timing assumes an 8.33 MHz SYSCLK. Type
"B’ timing requires faster DMA slave devices than
compatible timing in that the cycles are shortened
so that the data setup time on 1/0O write cycles is
shortened and the [/O read access time is required
to be faster. Some of the current ISA devices should
be able to support type “B" timing, but these will
probably be more recent designs using relatively fast
technology.

5.4.2.4 Type "“F” Timing

Type “F" timing provides high performance DMA
transfer capability. These transfers are mainly for
fast (/O devices (i.e. IDE devices). Type “F" timing
runs at 3 SYSCLKs (360 ns/cycle) during the re-
peated portion of a Block or Demand mode transfer.

5.4.2.5 DREQ and DACK # Latency Control

The SIO DMA arbiter maintains a minimum DREQ to
DACK # latency on DMA channels programmed to

intgl.

operate in compatible timing mode. This is to sup-
port older devices such as the 8272A. The DREQs
are delayed by eight SYSCLKs prior to being seen
by the arbiter logic. Software requests will not have
this minimum request to DACK # latency.

5.4.3 ISA BUS/DMA ARBITRATION

The ISA Bus arbiter evaluates requests for the ISA
Bus coming from several different sources. The
DMA unit, the refresh counter, and the PCI Bus (pri-
marily the Host CPU) may all request access to the
ISA Bus. Additionally, 16-bit ISA masters may re-
quest the bus through a cascaded DMA channel.

The SIO [SA arbiter uses a three-way rotating priority
arbitration method. At each level, the devices which
are considered equal are given a rotating priority. On
a fully loaded bus, the order in which the devices are
granted bus access is independent of the order in
which they assert a bus request. This is because
devices are serviced based on their position in the
rotation. The arbitration scheme assures that DMA
channels access the bus with minimal latency.

DMA System |— CHO|CH1|CH2 [cH3 [ cHs [cHe [cH |

Refresh
PCl

(3-Way
Rotatlon)

290473-43

Figure 8. ISA Arbiter with DMA in Fixed Priority
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I _

(4-WAY (4-WAY
ROTATION) ROTATION)

DMAX Cho

Chs Chi

Ché Ch2

DMA System Ch7 Ch3
Refresh

PCI
(3-Way
Rotation)

290473-44

Figure 9. ISA Arbiter with DMA in Rotating Priority

5.4.3.1 Channel Priority

For priority resolution the DMA consists of two logi-
cal channel groups: channels 0-3 and channels
4-7 (see Figure 7). Each group may be in either
fixed or rotate mode, as determined by the DMA
Command Register.

For prioritization purposes, the source of the DMA
request is transparent. DMA 1/0 slaves normally as-
sert their DREQ line to arbitrate for DMA service.
However, a software request for DMA service can
be presented through each channel’s DMA Request

I ADVANCE INFORMATION

Register. A software request is subject to the same
prioritization as any hardware request. Please see
the detailed register description in Section 4.2.4 for
Request Register programming information.

Fixed Priority

The initial fixed priority structure is as follows:

Table 14. Initial Fixed Priority Structure

High Priority . . . .. Low Priority

(0.1,2,3),5.6,7
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The fixed priority ordering is 0, 1,2, 3, 5,6, and 7. in
this scheme, Channel 0 has the highest priority, and
channel 7 has the lowest priority. Channels [3:0] of
DMA-1 assume the priority position of Channel 4
in DMA-2, thus taking priority over channels 5, 6,
and 7.

Rotating Priority

Rotation allows for “fairness’ in priority resolution.
The priority chain rotates so that the last channel
serviced is assigned the lowest priority in the chan-
nel group (0-3, 5-7).

Table 15. Rotating Priority Example

[ ]
intgl.
Channels 0-3 rotate as a group of 4. They are al-

ways placed between Channel 5 and Channel 7 in
the priority list.

Channel 5-7 rotate as part of a group of 4. That is,
channels (5-7) form the first three positions in the
rotation, while channel group (0-3) comprises the
fourth position in the arbitration.

Table 15 demonstrates rotation priority.

Programmed Mode Action Highp‘ri.ér.“.‘.!Low
Group (0-3) is in Rotation Mode 1) Initial Setting 0,1,2,3),5,86,7
Group (4-7) is in Fixed Mode F 2) After Servicing Channel 2 (3,0,1,2),5,6,7

3) After Servicing Channel 3 (0,1,2,3),5,6,7

Group (0-13) is in Rotation Mode

1) Initial Setting

(0,1,2,3),5,6,7 ‘J

Group {(4-7) is in Rotation Mode

2) After Servicing Channel 0

5,6,7,(1,2,3,0)

3) After Servicing Channel 5

6,7,(1,2,3,0),5

4) After servicing Channel 6

7,(1,2,3,0).5,6

5) After servicing Channel 7

(1,2,3,0),5,86,7

NOTE:
The first servicing of channet 0 caused double rotation
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5.4.3.2 DMA Preemption In Performance Timing
Modes

A DMA siave device that is not programmed for
compatible timing will be preempted from the bus by
another device that requests use ot the bus. This will
occur, regardless of the priority of the pending re-
quest. For DMA devices not using compatible timing
mode, the DMA controller stops the DMA transter
and releases the bus within 32 BCLK (4 us) of a
preemption. Upon the expiration of the 4 us timer,
the DACK will be inactivated after the current DMA
cycle has completed. The bus will then be arbitrated
for and granted to the highest priority requester. This
feature allows flexibility in programming the DMA for
long transfer sequences in a performance timing
mode while guaranteeing that vital system services
such as refresh are allowed access to the ISA Bus.

The 4 us timer is not used in compatibie timing
mode. It is only used tor DMA channels programmed
tor Type “A”, Type "B", or Type "'F" timing. it is also
not used for 16-bit ISA masters cascaded through
the DMA DREQ lines.

If the DMA channel that was preempted by the 4 us
timer was operating in Block Mode, an internal bit
will be set so that the channel will be arbitrated for
again, independent of the state of DREQ.

5.4.3.3. Arbitration during Non-Maskable
Interrupts

If a non-maskable interrupt (NMI) is pending, and the
CPU is requesting the bus, then the DMA controller
will be bypassed each time it comes up for rotation.
This will give the CPU the bus bandwidth it requires
to process the interrupt as fast as possible.

5.4.3.4 Programmable Guaranteed Access Time
Mode (GAT Mode)

The PCI Arbiter Register contains a bit for configur-
ing the SIO in “Guaranteed Access Time Mode”
(GAT Mode). This mode guarantees that the 2.5 us
CHRDY time-out specification for ISA masters run-
ning cycles to PCl will not be exceeded. When an

I ADVANGCE INFORMATION
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ISA master or DMA slave arbitrates for the I1SA Bus,
and the SIO is configured in Guaranteed Access
Time Mode, the MEMREQ+# pin will be asserted by
the PCl arbiter in order to gain ownership of main
memory. The arbitration for the PCl and then the
main mernory bus must be completed prior to grant-
ing the DACK # to the 1SA master or DMA slave. A
MEMACK# signal to the SIO indicates that the SIO
now owns main memory and can grant the DACK #
to the ISA master or DMA slave. A detailed descrip-
tion is contained in Section 5.2.3.2.

5.4.4 REGISTER FUNCTIONALITY

Please see Section 4.2 for detailed information on
register programming, bit definitions, and default val-
ues/functions of the DMA registers after a
PCIRST #.

DMA Channel 4 is used to cascade the two DMA
controllers together and should not be programmed
for any mode other than cascade. The DMA Chan-
nel Mode Register for channel 4 will default to cas-
cade mode. Special attention should also be take
when programming the Command and Mask Regis-
ters as related to channel 4.

5.4.4.1 Address Compatibility Mode

Whenever the DMA is operating in address compati-
bility mode, the addresses do not increment or dec-
rement through the High and Low Page Registers,
and the High Page Register is set to 00h. This is
compatible with the 82C37 and Low Page Register
implementation used in the PC/AT. This mode is set
when any of the lower three address bytes of a
channel are programmed. tf the upper byte of a
channel’'s address is programmaed last, the channel
will go into extended address mode. In this mode,
the high byte may be any value and the address will
increment or decrement through the entire 32-bit ad-
dress.

After PCIRST # is negated, all channels will be set
to address compatibility mode. The DMA Master
Clear command will aiso reset the proper channels
to address compatibitity mode.
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5.4.4.2 Summary of DMA Transfer Sizes

Table 16 lists each of the DMA device transfer sizes.
The column labeled “Current Byte/Word Count
Register” indicates that the register contents repre-
sents either the number of bytes to transfer or the
number of 16-bit words to transfer. The column
labeled “Current Address Increment/Decrement”
indicates the number added to or taken from the
Current Address register after each DMA transfer
cycle. The DMA Channs!l Mode Register determines
if the Current Address Register will be incremented
or decremented.

5.4.4.3 Address Shifting when Programmed for
16-Bit I/0 Count by Words

To maintain compatibility with the implementation of
the DMA in the PC/AT which used the 82C37, the
DMA will shift the addresses when the DMA Chan-
nel Extended Mode Register is programmed for, or
detaulted to, transfers to/from a 16-bit device count-
by-words. Note that the least significant bit of the
Low Page Register is dropped in 16-bit shifted

Table 16. DMA Transfer Size

intgl.

mode. When programming the Current Address
Register when the DMA channel is in this mode, the
Current Address must be programmed to an even
address with the address value shifted right by one
bit. The address shifting is shown in Table 17.

5.4.4.4 Autoinitialize

By programming a bit in the DMA Channel Mode
Register, a channel may be set up as an autoinitial-
ize channel. During Autoinitialize initialization, the
original values of the Current Page, Current Address
and Current Byte/Word Count Registers are auto-
matically restored from the Base Page, Address, and
Byte/Word Count Registers of that channel follow-
ing TC. The Base Registers are loaded simulta-
neously with the Current Registers by the microproc-
essor and remain unchanged throughout the DMA
service. The mask bit is not set when the channei is
in autoinitialize. Following Autoinitialize, the channel
is ready to perform another DMA service, without
CPU intervention, as soon as a valid DREQ is
detected.

[— DMA Device Date Size and Word Count

8-Bit I/0, Count by Bytes

16-Bit 1/0, Count by Words (Address Shifted)

16-Bit I/0, Count by Bytes

Current Byte/Word Current Address
Count Register [ncrement/Decrement
bt B b —
Bytes 1
Words 1
Bytgs ol 2

Table 17. Address Shifting in 16-Bit I/0 DMA Transfers

8-Bit I/0 Programmed 16-Bit 1/0 Programmed 'E;BTt 170 Programmed
Output Address Address Address (Shifted) T Address (No Shift)
AO Ao 0 AO
Alis] | Al16:1] Al15:0] Al16:1]
A[31:17) Al31:17) Al31:17) Al31:17)
NOTE:

The least significant bit of the Low Page Register is dropped in 16-bit shifted mode.
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5.4.5 SOFTWARE COMMANDS

There are three additional special software com-
mands which can be executed by the DMA control-
ter. The three software commands are:

1. Clear Byte Pointer Flip-Flop
2. Master Clear
3. Clear Mask Register

They do not depend on any specific bit pattern on
the data bus.

5.4.5.1 Clear Byte Pointer Flip-Flop

This command is executed prior to writing or reading
new address or word count information to/from the
DMA controller. This initiatizes the flip-flop to a
known state so that subsequent accesses to regis-
ter contents by the microprocessor will address up-
per and lower bytes in the correct sequence.

When the Host CPU is reading or writing DMA regis-
ters, two Byte Pointer Flip-Flops are used; one for
channels 0-3 and one for channeis 4-7. Both of
these act independently. There are separate soft-
ware commands for clearing each of them (0Ch for
channels 0-3, 0D8h for channels 4-7).

5.4.5.2 DMA Master Clear

This software instruction has the same effect as the
hardware reset. The Command, Status, Request,
and Internal First/Last Flip-Flop Registers are

82378 SYSTEM 1/0 (SIO)

cleared and the Mask Register is set. The DMA con-
troller will enter the idie cycle.

There are two independent master clear commands,
0Dh which acts on channels 0-3, and ODAh which
acts on channels 4-7.

5.4.5.3 Clear Mask Register

This command clears the mask bits of all four chan-
nels, enabling them to accept DMA requests. 1/0
port O0Eh is used for channels 0-3 and {/O port
0DCh is used for channels 4-7.

5.4.6 TERMINAL COUNT/EOP SUMMARY

This is a summary of the events that will happen as
a result of a terminal count or external EOP when
running DMA in various modes. (See Table 18.)

5.4.7 ISA REFRESH CYCLES

Refresh cycles are generated by two sources: the
refresh controller inside the SIO component or by
ISA bus masters other than the SIO. The ISA bus
controller will enable the address lines SA[15:0] so
that when MEMR # goes active, the entire ISA sys-
tem memory is refreshed at one time. Memory
slaves on the ISA Bus must not drive any data onto
the data bus during the refresh cycle.

Counter 1 in the timer register set should be pro-
grammed to provide a request for refresh about ev-
ery 15 us.

Table 18. Terminal Count/EOP Summary Table

Conditions
AUTOINIT

Wbrd Counter Expw?adji ‘ _ Yes

Yes

X Yes X

EOP Input X

Asserted X Asserted

) Resuit

set set set

Stétus TC - set
Mask set

set - —_

Current Register —
NOTES:
load load current from base
— no change
X don't care
clr clear

I ADVANCE INFORMATION

clr cir clr

SW Request clr L_

— 1 load load
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5.4.8 SCATTER/GATHER DESCRIPTION

Scatter/Gather (S/G) provides the capability of
transferring multiple buffers between memory and
170 without CPU intervention. In Scatter/Gather, the
DMA can read the memory address and word count
from an array of buffer descriptors, located in sys-
tem memory (ISA or PCI), called the Scatter/Gather
Descriptor (SGD) Table. This allows the DMA con-
troller to sustain DMA transfers until all of the buffers
in the SGD Table are transferred.

The S/G Command and Status Registers are used
to control the operational aspsct of S/G transfers.
The SGD Table Pointer Register holds the address
of the next buffer descriptor in the SGD Table.

The next buffer descriptor is fetched from the SGD
Table by a DMA read transfer. DACK # will not be
asserted for this transfer because the 10 device is
the SIO itself. The SIO will feich the next buffer de-
scriptor from either PCI memory or ISA memory, de-
pending on where the SGD Table is located. If the
SGD table is located in PCI memory, the memory
read will use the line buffer to temporarily store the
PClI read before loading it into the DMA S/G regis-
ters. The line buffer mode (8 byte or single transac-
tion) for the S/G fetch operation wili be the same as
what is set for all DMA operations. If set in 8 byte
mode, the SGD Table fetches will be PCl burst
memory reads. The SGD Table PCI cycle fetches
are subject to all types of PCI cycle termination (re-
try, disconnect, target-abort, master-abort). The
fetched SGD Table data is subject to normal line
buffer coherency management and invalidation.
EOP will be asserted at the end of the complete link
transfer.

intal.

To initiate a typical DMA Scatter/Gather transfer be-
tween memory and an I/O device, the following
steps are required:

1. Software prepares a SGD Table in system memo-
ry. Each SGD is 8 bytes long and consists of an
address pointer to the starting address and the
transfer count of the memory buffer to be trans-
ferred. In any given SGD Table, two consecutive
SGDs are offset by 8 bytes and are aligned on a
4-byte boundary.

Each Scatter/Gather Descriptor for the linked list
contains the following information:

a. Memory Address (buffer start) 4 bytes
b. Transfer Size (buffer size) 2 bytes
c. End of Link List 1 bit ( MSB)

2. Initialize the DMA Channel Mode and DMA Chan-
nel Extended Mode Registers with transfer spacif-
ic information like 8-/16-bit 1/0O device, Transfer
Mode, Transfer Type, etc.

3. Software provides the starting address of the
8GD Table by loading the SGD Table Pointer
Register.

4. Engage the Scatter/Gather function by writing a
Start command to the S/G Command Register.

5. The Mask register should be cleared as the last
step of programming the DMA register set. This is
to prevent the DMA from starting a transfer with a
partially loaded command description.

6. Once the register set is loaded and the channel is
unmasked, the DMA will generate an internal re-
quest to fetch the first butfer from the SGD Table.

Dword 0

Dword 1 EOL

byte 3 byte 2 byte 1 byte 0 Address
Memory Address XXX0h
XXX3h
ASVD RSVD Transfer Size XXXah
XXX7h
290473-49

Figure 10. SGD Format
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After the above steps are finished, the DMA will then
respond to DREQ or software requests. The first
transfer from the first buffer moves the memory ad-
dress and word count from the Base register set to
the Current register set. As long as S/G is active
and the Base register set is not loaded and the last
buffer has not been fetched, the channel will gener-
ate a request to fetch a reserve buffer into the Base
register sel. The reserve buffer is loaded to minimize
latency problems going from one buffer to another.
Fetching a reserve buffer has a lower priority than
completing DMA transfers for the channel.

The DMA controller will terminate a Scatter/Gather
cycle by detecting an End of List (EOL) bit in the
SGD Table. After the EOL bit is detected, the chan-
nel transfers the buffers in the Base and Current reg-
ister sets, if they are loaded. At terminal count the
channel asserts EOP or IRQ13, depending on its
programming and set the terminate bit in the S/G
Status Register. If the channel asserted IRQ13, then
the appropriate bit is set in the S/G Interrupt Status
Register. The active bit in the S/G Status Register
will be reset and the channel’s Mask bit will be set.

82378 SYSTEM 1/0 (S10)

5.5 Address Decoding

The SIO contains two address decoders; one to de-
code PCI| master cycles and one to decode DMA/
ISA master cycles. Two decoders are required to
support the PCI and ISA Buses running concurrently.
The PCI address decoder decodes the address from
the multiplexed PCl address/data bus. The DMA/
ISA master address decoder decodes the address
from the ISA address bus for DMA and ISA master
cycles. The address decoders determine how the
cycle is handled.

5.5.1 PC| ADDRESS DECODER

PCl address decoding is always a function of
ADI[31:2]. The information contained in the two low
order bits (AD[1:0}) varies tor memory, 1/0, and con-
figuration cycles.

{;GD Table Ptr. Reglsto_r]

l SGD TABLE MEMORY BUFFERS
Ptr. Memory Address
SGD A
Ptr. + 8h Memory Address Buffer A
SGD B
0 Transfer Size
Ptr. + 10h Memory Address \ N
SGD C "
1 Transfer Size
Buffer C
Buffer B
290473-50

Figure 11. Link

I ADVANCE INFORMATION
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For 170 cycles, AD[31:0] are all decoded to provide
a byte address. The byte enables determine which
byte lanes contain valid data. The SiO requires that
PCl accesses to byte-wide internal registers must
assert only one byte enable.

For memory cycles, accesses are decoded as
Dword accesses. This means that AD[1:0] are ig-
nored for decoding memory cycles. The byte en-
ables are used only to determine which byte lanes
contain valid data.

For configuration cycles, DEVSEL # is a function of
IDSEL# and AD[1:0]. DEVSEL # is generated only
when AD{1:0) are both zero. If either AD[1:0] are
non-zero, the cycle is ignored by the SIO. Individual
bytes of a configuration register can be accessed
with the byte enables. A particular configuration reg-
ister is selected using AD[7:2]. Again, the byte en-
ables determine which byte lanes contain valid data.

All PCI cycles decoded in one of the following ways
result in the SIO generating DEVSEL#. The PCI
master cycle decoder decodes the following ad-
dresses based on the settings of the relevant config-
uration registers:

SI0 170 Addresses: Positively decodes 1/QO ad-
dresses for registers contained within the SIO (ex-
ceptions: 60h, 92h, 3F2h, 372h, and FOh).

BIOS Memory Space: Positively decodes BIOS
memory space.

MEMCS# Address Decoding: Decodes memory
addresses that reside on the other side of the Host
bridge and generates the MEMCS# signal. (SIO
does not generate DEVSEL # in this case). The ad-
dress range(s) used for this decoding is selected via
the MEMCSCON, MEMCSBOH, MEMCSTOH,
MEMCSTOM, MAR1, MAR2, and MAR3 Registers
(see Section 4.1).

Subtractively Decoding Cycles to 1SA: Subtrac-
tively decodes cycles to the ISA Bus. Accesses to
registers 60h, 92h, 3F2h, 372h, and FCh are also
subtractively decoded to the ISA Bus.

2-1218
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One of the PCl requirements is that, upon power-up,
PCl agsnts do not respond to any address. Typically,
the only access to a PCl agent is through the IDSEL
configuration mechanism until it is enabled through
configuration. The SIO is an exception to this, since
it controls access to the BIOS boot code. Ali ad-
dresses decoded by the PCl address decoder, that
are enabled after chip reset, are accessible immedi-
ately after power-up.

5.5.1.1 SIO 1/0 Addresses

These addresses are the internal, non-configuration
SIO register locations and are shown in the SIO Ad-
dress Decoding Table, Table 19. These addresses
are fixed. Note that the Configuration Registers, list-
ed in Table 3, are accessed with PCI configuration
cycles as described in Section 5.1.2.5

In general, PCl accesses to the internal SIO regis-
ters will not be broadcast to the ISA Bus. However,
PCl accesses to addresses 70h, 60h, 92h, 3F2h,
372h, and FOh are exceptions. Read and write ac-
cesses 10 these SIO locations are broadcast onto
the ISA Bus. PCl master accesses to SIO registers
will be retried it the ISA Bus is owned by an [SA
master or the DMA controller. All of the registers are
8 bit registers. Accesses to these registers must be
8 bit accesses. Target-abort is issued by the SIO
when the internal SIO non-configuration registers
are the target of a PCI master 1/O cycle and more
than one byte enable is active. Refer to Table 19 for
the SIO Address Decoding Map.

Accesses to the BIOS Timer Register (78h-7Bh) are
broadcast to the ISA bus only if this register is dis-
abled. If this register is enabled, the cycle is not
broadcast to the ISA bus.

The address decoding logic includes the read/write
cycle type. For example, read cycles to write only
registers are not positively decoded and get forward-
ed to the ISA bus via subtractive decoding.

ADVANGCE INFORMATION I
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Tgble 19. SIO Address Decoding

Address Address Type Name Block
FEDC | BA98 | 7654 | 3210
000Ch __r 0000 MOOOO 000x | 0000 | r/w DMA1 CHO Base and Current Address DMA
0001h | 0000 | 0000 | 000x | 0001 | r/w | DMAT CHO Base and Current Count DMA
WOO—O2h 0000 0600 000x _0010 r/w DMA1 CH1 Base and Current Address DMA
0003h | 0000 | 0000 | 000x | 0011 | r/w | DMA1 CH1 Base and Current Count DMA
0004h | 0000 | 0000 | 000x | 0100 | r/w | DMA1 CH2 Base and Current Address DMA
0005h | 0000 | 0000 | 000x | 0101 | r/w | DMAT CH2 Base and Current Count DMA
'0006h i 0000 | 0000 | O00x | 0110 | r/w DMA1 CH3 Base and Current Address DMA
i 0007h 0000 | 0000 | O0Ox | O111 | r/w DMA1 CH3 Base and Current Count DMA
0008h | 0000 | 0000 | 000X | 1000 | r/w | DMA1 Status(r) Command(w) Register DMA
Ooi)isr)vhq . O&)O 0000 | 000x | 1001 -;/vo DMA1 Write Request Register DMA
000Ah - 0000 0000 | 000x | 1010 | wo DMA1 Write Single Mask Bit DMA
¥OOOBh 0000 | 0000 | 000x | 101t | wo DMA1 Write Mode Register DMA
VE)OOCh 0000 bOOO 000x 11OOW 7wo DMA1 Clear Byte Pointer DMA
Oéa ) OOOO 770000 000x | 1101 | wo DMA1 Master Clear DMA
000Eh 0000 | 0000 | 000x | 1110 | wo DMA1 Clear Mask Register DMA
| 000Fh | 0000 ::ogoo 000x | 1111 | /w | DMA1 Read/Wiite All Mask Register Bits | DMA
0020h 0000 0000 001x | xx00 | r/w INT 1 Control Register PIC
30517 v’E)OOO ‘HOOOO 001x | xxO1 | r/w INT 1 Mask Register PIC
obﬂy 1 6000 00006 | 010x 0()00_ 1 r/w Timer Counter 1—Counter 0 Count TC
OOHR N 0006 i 0-60‘0 010x | 0001 | r/w Timer Counter 1—Counter 1 Count TC
WO(H - 0(73067”77(7)000 010x | 0010 | r/w Timer Counter 1—Counter 2 Count TC
0043h 0000 | 0000 | O10x | 0011 | wo Timer Counter 1 Command Mode Register | TC
0060h | 0000 | 0000 | 0110 | 0000 | ro | Reset UBus IRQ12 Control
I 6061 h 0000 | 0000 | 0110 | Oxx1 | r/w NMI Status and Control Controt
b070h 0000 | 0000 | 0111 | OxxO | wo CMOS RAM Address and NMI Mask Control
Register
0078n() | 0000 | 0000 | 0111 | 10xx | r/w | BIOS Timer TC
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Addr

Table 19. SIO Address Decoding (Continued)

Address | - - €33 4 Type Name Block
FEDC | BA98 | 7654 | 3210

0080h 0000 OOOO" 100x7 OOOO r/w DMA Page Register (Reserved) DMA
0081h | 0000 | 0000 | 100x | 0001 | r/w | DMA Channel 2 Page Register OMA |
0082h | 0000 | 0000 | 1000 | 0010 | r/w | DMA Channel 3 Page Register DMA
0083h | 0000 | 0000 | 100x | 0011 | r/w | DMA Channel 1 Page Register DMA
0084h 0000 | 0000 | 100x 0106-— ‘r}w DMA Page Register (Reserved) DMA
0085h | 0000 | 0000 | 100x | 0101 | r/w | DMA Page Register (Reserved) DMA
0086h | 0000 | 0000 | 100x | 0110 | /w | DMA Page Register (Reserved) DMA
0087h 0000 | 0000 | 100x | 0111 | r/w DMA Channel 0 Page Register DMA
0088h E)OOOV 0000 | 100x 0106— .r}w DMA Page Regisrtéiri(—l;éﬁer;/ed) DMA
0089 | 0000 | 0000 | 100x | 1001 | r/w | DMA Channel 6 Page Register DMA
008Ah 0000 | 0000 | 100x 1610 » r/w DMA Channel 7 Page Register DMA
008Bh | 0000 | 0000 | 100x | 1011 | r/w | DMA Channel 5 Page Register | oma
008Ch | 0000 | 0000 | 100x | 1100 | r/w | DMA Page Register (Reserved) DMA

TJCED? OOO(; 6000 _100x 1101 | i/w DMA Page Register (R«:as;zr\.v(—:'d)~ ) . DMA

[ 00BER | 0000 | 0000 | 100x | 1110 | r/w | DMA Page Register (Reserved) DMA

| 008Fh | 0000 | 0000 | 100x | 1111 ' r/w | DMA Low Page Register Refresh OMA |
0090h | 0000 | 0000 | 100x | 0000 | /w | DMA Page Register (Reserved) N DMA
0092h ) 0000 OOOO” | 1001 00167 r/w System Control Port ‘ Control
0094h 00090 0000 | 100x | 0100 | r/w DMA Page Register (Reserved) N DMA
0095h | 0000 | D0DO | 100x | 0101 | r/w | DMA Page Register (Reserved) DMA
0096h | 0000 | 0000 | 100x | 0110 | r/w | DMA Page Register (Reserved) DMA
0098h 0000 [ 0000 | 100x 1060 1 r/w DMA Page Register (Reserved) DMA
009Ch | 0000 | 0000 | 100x | 1100 | r/w | DMA Page Register (Reserved) DMA
009Dh | 0000 | 0000 | 100x | 1101 | r/w | DMA Page Register (Reserved) DMA
009Eh 0000 | 0000 106x 1171 0 r;w DMA Page Register {Reserved) | DMA
009Fh | 0000 | 0000 | 100x | 1111 ' r/w | DMA low page Register Refresh DMA
0CAOh 0000 | 0000 | t01x ; xx00 r/wr INT 2 Control Regislér PiC
00A1h 0000 | D000 | 101x xxmﬂ | r/w INT 2 Mask Register i PIC
00B2h | 0000 | 0000 | 1011 | 0010 | r/w | Advanced Power Management Control Port | PM
00B3h 0000 6600 1011 | 0011 | r/w Advanced Power Managérn;em Status Port PM
00COh | 0000 | D000 | 1100 | 000x | r/w | DMA2 CHO Base and Current Address | DMA |
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Table 19. SIO Address Decoding (Continued)

Address Address Type Name Block
FEDC | BA98 | 7654 | 3210
00C2h 0000 | DOOOC | 1100 | 001x i r/w DMA2 CHO Base and Current Count DMA
00Cah | 0000 | 0000 | 1100 | 010x | r/w | DMA2 CH1 Base and Current Address DMA
00Céh 0000 | 0000 | 1100 | O11x | r/w DMA2 CH1 Base and Current Count DMA
—(')OCSh 0000 | 0000 | 1100 | 100x | r/w DMA2 CH2 Base and Current Address DMA
00CAh 0000 | 0000 | 1100 | 101x | r/w DMA2 CH2 Base and Current Count DMA
00CCh 0000 | 0000 | 1100 | 110x | r/w DMA2 CH3 Base and Current Address DMA
00CEh 0000 | 0000 | 1100 | t11x | r/w DMA2 CH3 Base and Current Count DMA
~00D0h 0000 0000 | 1101 | 000x | r/w DMA2 Status(r) Command(w) Register DMA
00D2h 0000 | 0000 | 1101 | 001x | wo DMAZ2 Write Request Register DMA
00D4h 0000 0000 | 1101 | 010x | wo DMA2 Write Single Mask Bit DMA
00D6h 0000 0000 | 1101 | O11x | wo DMAZ2 Write Mode Register DMA
0008h 0000 | 0000 { 1101 | 100x | wo DMAZ2 Clear Byte Pointer DMA
00DAh 0000 | 0000 | 1101 | 101x | wo DMAZ2 Master Clear DMA
00DCh 0000 | 0000 | 1101 | 110x | wo DMA2 Clear Mask Register DMA
00ODEh 0000 0000 | 1101 | 111x | r/w DMA2 Read/Write All Mask Register Bits DMA
00FOh 0000 0000 | 1111 | 0000 | wo Coprocessor Error Control
0372h 0000 0011 | 0111 | 0010 | wo Secondary Floppy Disk Digital Output Reg. | Control
03F2h 0000 | 0011 t111 | 0001 | wo Primary Floppy Disk Digital Output Reg. Control
040Ah 1 0000 | 0100 | 0000 | 1010 | ro Scatter/Gather Interrupt Status Register DMA
040Bh 0000 | 0100 | 0000 | 1011 | wo DMA1 Extended Mode register DMA
0410h(1) | 0000 | 0100 | 0001 | 0000 | wo CHO Scatter/Gather Command DMA
0411h(1) | 0000 | 0100 | 0001 | 0001 | wo CH1 Scatter/Gather Command DMA
0412h(1) | 0000 | 0100 | 0001 | 0010 | wo CH2 Scatter/Gather Command DMA
0413h(1) | 0000 | 0100 | 0001 | 0011 | wo CH3 Scatter/Gather Command DMA
0415h(1) | 0000 | 0100 | 0001 | 0101 i wo CHS5 Scatter/Gather Command DMA
0416h(1) | 0000 | 0100 | 0001 | 0110 | wo CHB6 Scatter/Gather Command DMA
76;1177h7(1)*00(7)07 70100 0001 | 0111 | wo CH7 Scatter/Gather Command DMA
0418h() | 0000 | 0100 | 0001 | 1000 | ro | CHO Scatter/Gather Status DMA
0419h(1) | 0000 0100 | 0001 | 1001 | ro CH1 Scatter/Gather Status DMA
041Ah(1) | 0000 | 01 00 0001 | 1010 | ro CH2 Scatter/Gather Status DMA
041Bh(1) | 0000 | 0100 | 0001 | 1011 | ro | CH3 Scatter/Gather Status DMA
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Table 19. SIO Address Decoding (Continued)
Address Address Type Name Block
FEDC | BA98 | 7654 | 3210

041Dn(1) | 0000 | 0100 | 0001 | 1101 | ro CH5 Scatter/Gather Status DMA_; R
041Eh(') | 0000 | 0100 | 0001 | 1110 | ro CH6 Scatter/Gather Status DMA
041Fnh(1) | 0000 | 0100 | 0001 | 1111 | ro CH7 Scatter/Gather Status DMA
0420h{') | 0000 | 0100 | 0010 | 00xx | r/w CHO Scatter/Gather Descriptor Table Pointer | DMA
0424n(1) | 0000 | 0100 | 0010 | O1xx | r/w CH1 Scatter/Gather Descriptor Table Pointer | DMA
0428h(1) | 0000 | 0100 | 0010 | 10xx | r/w CH2 Scatter/Gather Descriptor Table Pointer | DMA
042Ch{1) [ 0000 | 0100 | 0010 | 11xx | r/w CH3 Scatter/Gather Descript;r Table Pointer | DMA
0434h{1) [ 0000 | Q100 | 0011 | O1xx | r/w CH5 Scatter/G.::\ther Descriptor Table Pointer | DMA
0438h{1} [ 0000 | 0100 | 0011 | 10xx | r/w CH6 Scatter/Gather Descriptor Table Pointer | DMA
043Ch{1) [ 0000 | 0100 | 0011 | 11xx | r/w CH7 Scatter/Gather Descriptor Table Pointer | DMA
0481h 0000 | 0100 | 1000 | 0001 | r/w DMA CH2 High Page Register DMA
0482h 0000 | 0100 | 1000 | 0010 | r/w DMA CH3 High Page Register DMA
0483h | 0000 | 0100 | 1000 | 0011 | r/w | DMA CH1 High Page Register DMA
0487h 0000 | 0100 | 1000 | 0111 | r/'w DMA CHO High Page Registér DMA
0489h 0000 | 0100 | 1000 | 1001 | r/w DMA CH6 High Page Register DMA h
048Ah | 0000 | 0100 | 1000 | 1010 | r/w | DMA CH7 High Page Register DMA |
048Bh 0000 | 0100 | 1000 | 1011 | r/w DMA CH5 High Page Register DMA
04D0 0000 | 0100 | 1101 | 0000 | r/w INT CNTRL-1 Edge Level Control Register Control
04D1 0000 | 0100 | 1101 | 0001 | r/w INT CNTRL-2 Edge Leve! Control Register Control
04D6h 0000 | 0100 | 1101 | 0010 | wo DMA2 Extended Mode Register OMA

NOTE:

1. The I/0 address of this register is relocatable. The value shown in this table s the default address location.
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5.5.1.2 BIOS Memory Space

The 128 Kb BIOS memory space is located at
0OOEOOO0Ch to O00FFFFFh {top of 1 Mb), and is ali-
ased at FFFEQGOOOh to FFFFFFFFh (top of 4 Gb)
and FFEEDOOOh to FFEFFFFFh (top of 4 Gb-1 Mb).
The aliased regions account for the CPU reset vec-
tor and the uncertainty of the state of A20GATE
when a software reset occurs. This 128 Kb block is
split into two 64 Kb blocks. The top 64 Kb is always
enabled while the bottom 64 Kb can be enabled or
disabled (the aliases automaticaily match). Enabling
the lower 64 Kb BIOS space (0DOOEQ000h to
O00EFFFFh, 896 Kb-960 Kb) results in positively de-
coding this region and enables the BIOSCS # signal
generation. The upper 64 Kb is positively decoded
only if bit 6 = 1 in the ISA Clock Divisor Register.
Otherwise this region is subtractively decoded. Posi-
tively decoding these cycles expedites BIOS cycles
to the ISA Bus. Note that both of these regions are
subtractively decoded if bit 4 in the MEMCS # Con-
trol Register is setto a 1.

When PC| master accesses to the 128 Kb BIOS
space at 4 Gb-1 Mb are forwarded to the ISA Bus,
the LA20 line is driven to a 1 to avoid aliasing at the
15 Mb area. The 4 Gb-1 Mb BIOS decode area ac-
counts for the condition when A20M# is asserted
and an ALT-CTRL-DEL reset is generated. The
CPU's reset vector will access 4 Gb-1 Mb. When this
gets forwarded to ISA, AD[32:24] are truncated and

I ADVANGCE INFORMATION
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the access is aliased to 16 Mb-1 Mb = 15 Mb
space. If ISA memory is present at 15 Mb, there will
be contention. Forcing LA20 high aliases this region
to 16 Mb. The alias here is permissible since this is
the 80286 reset vector location.

In addition to the normal 128 Kb BIOS space, the
SI0O supports an additional 384 Kb BIOS space. The
SIO can support a total of 512 Kb BIOS space. The
additional 384 Kb region can only be accessed by
PCI masters and resides at FFF80000h to
FFFDFFFFh. When enabled via the UBCSA Regis-
ter, memory accesses within this region will be posi-
tively decoded, forwarded to the ISA Bus, and en-
coded BIOSCS # will be generated. When forwarded
to the ISA Bus, the PCI AD[23:20] signals will be
propagated to the ISA LA[23:20] lines as all 1's
which will result in aliasing this 512 Kb region at the
top of the 16 Mb space. To avoid contention, ISA
add-in memory must not be present in this space.

All PCI cycles positively decoded in the enabled
BIOS space will be broadcast to the ISA Bus. Since
the BIOS device is 8 or 16 bits wide and typically has
very long access times, PCl burst reads from the
BIOS space will invoke ‘‘disconnect target termina-
tion" semantics after the first data transaction in or-
der to mest the PCt incremental latency guidelines.

The following tables and diagrams describe the op-

eration of the SIO in response to PCI BIOS space
accesses.
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4GB
AAA| FFFFFFFFh
4GB-64KB TOP 64kB FFFFO000h
LOW 64KB BBB ';E;Egggg:
4GB-128KB FFFDFFFFh
ENLARGED BIOS
384KB cccC
4GB-512KB FFF80000h
4GB-1MB TOP 6aKB AA| FFEFFFFFh
4GB-(1MB-64KB) FREFQQQOR
LOW 64KB BB
4GB-(1MB-128KB) FFEE0000n
16m8 | [ ooreFrFFn
TOP64KB a BIOS Is not directly accessible at these
y 00FF0000h
16MB-64KB LOow 64KB b | OOFEFFFFh address locatlons. This space is
16MB-128KB 0O0FEO000h reserved on the ISA bus since the ISA
OO0FDFFFFh | b5 will see these addresses when a
384KB c PCI bus master requests BIOS accesses
16MB-512K8 00F80000h at areas AAA, BBB, CCC, AA, or BB.
1MB:t T
000FFFFFh
) TOP 64KB A 000FO000h
1MB-64KB 000EFFFFh
LOW 64KB B
1MB-128KB 000E0000h
ACCESSES TO THESE REGIONS
MAY RESULT IN ENCODED BIOSCS#
290473-51
R

Figu;e 12. BIOS Space Decode Map

The BIOS space decode map, Figure 12, shows the possible BIOS spaces and the aliases throughout the
memory space. The various regions are designated with code letters; “a’s"” for the top 64 Kb, “b’s" for the low
64 Kb, and “c's" for the enlarged space.
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Table 20 indicates the SIO’s response to PCI BIOS space accesses based on its configuration state.

Table 20. PCI Master BIOS Space Decoding

Top 64 Kb
BIOS Low 64 Kb | Enlarged | Encoded Positive | Subtractive
Master | Region | Positive BIOS BIOS BIOSCS # LA20 PCI PCI
Decode | Enabled(2) | Enabled(3) | Generated Decode Decode
Enabled(1)

-

PCI A 0 X X Yes Pass (0} | No Yes

PCI A 1 X X Yes Pass (0) | Yes(® No(5)

PCI B8 X 0 X No Pass (0) | No Yes

PCI B X 1 X Yes Pass (0) | Yes(®) No(5)

PCI a 1 X X No Pass (1) | No Yes

PCI b X 0 X No Pass (1) | No Yes

PCI c X X 0 No Pass (1) | No Yes

PCi AA 0 x X Yes 1 No Yes(4)
TPCI AA 1 X X Yes 1 Yest4.5) | Nol5

PCH BB X 0 X No X No No

PCI BB X 1 X Yes 1 Yes{4.5) | No(5)

PCI AAA 0 X X Yes Pass (1) | No Yes(4)

PCI AAA 1 X X Yes Pass (1) | Yes(4.5) | No(5

PCI BBB X 0 X No X No No

PC! BBB X 1 X Yes Pass (1) | Yes{4.5 | No(5)

PCI CCC X X 0 No X No No

PCl CCC X X 1 Yes Pass (1) | Yes(4) No
NOTES:
1. The column labeled “Top 64 Kb BIOS Positive Decode Enable” shows the value of the ISA Clock Register bit 6. This bit

determines the decoding for memory regions A, AA, and AAA (1 = positive, 0 = negative decoding).
Note that if bit 4 in the MEMCS # Control Register is set to a 1 (Global MEMCS# decode enabled), the positive
decoding function enabled by having ISA Clock Register bit 6 = 1 is ignored. Subtractive decoding is provided, instead.

2. The column labeled "“Low 64 Kb BIOS Enable” shows the value of the Ulility Bus Chip Select Enable A Bit 6. This bit
determines whether memory regions 8, BB, and BBB are enabled (bit = 1) or disabled (bit = 0).

3. The column labeled “'Enlarged BIOS Enabled” shows the value of the Ulility Bus Chip Select Enable A Bit 7. This bit
determines whether memory region CCC is enabled (bit = 1) or disabled (bit = 0).

4. ISA memory is not aliowed to be enabled at the corresponding aliased areas or contention will result.

5. When bit 4 in the MEMCS# Control Register is set to a 1 (Global MEMCS # decode enabled), positive decoding for
these areas will be disabled. The SIO will only provide subtractive decoding in this case.
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5.5.1.3 MEMCS # Decoding

For MEMCS # decoding, the SIO decodes sixteen
ranges. Fourteen of these ranges can be enabled or
disabled independently for both read and write cy-
cles. The fifteenth range (0 KB-512 KB) and six-
teenth range (programmable from 1 MB up to
512 MB in 2 MB increments) can be enabled or dis-
abled only. Addresses within these enabled regions
generate a MEMCS # signal that can be used by the
host bridge to know when to forward PCI cycles to
main memory. A seventeenth range is available that
can be used to identity a “memory hole”. Addresses
within this hole will not generate a MEMCS #. The
address regions are summarized:

e 0 KB to 512 KB Memory (can only be disabled if
MEMCS # is completely disabled)

-
intal.
s 512 KB to 640 KB Memory

* (1 MB-64 KB) to 1 MB Memory (BIOS Area)

s 768 KB to 918 KB in 16 KB sections (total of 8
sections)

* G318 KB to 983 KB in 16 KB sections (total of 4
sections)

¢ {M-to-programmable boundary on 2 MB incre-
ments from 2 MB up to 512 MB

¢ programmable “memory hole” in 64 KB incre-
ments between 1 MB and 16 MB

Table 21 and Figure 13 show the registers and de-
code areas for MEMCS # .

Table 21. MEMCS # Decoding Register Summary

MAR Registers Attribute Memory Segments Comments
MCSCON(4] - 0|Disable Disable MEMCS # Function| Enable/Disable MEMCS # Function
MCSCON(4] ~ 1|Enable Enable MEMCS # Function | When Enabled, 0 KB to 512 KB Range

is also Automatically Enabled (RE/WE)
MCSTOH/ MEMGCS # Hole  |100000h-OFFFFFFh 1 MB to 16 MB Hole in MEMCS # Region
MCSBOH
MCSTOM MEMGCS# Top  |200000h-1FFFFFFFh |2 MB to 512 MB Top of MEMCS # Region
MCSCON[1:0] |(0] - RE[1] = WE|0B000Oh-09FFFFh  |512 KB 10 640 KB R/W Enable
MCSCON[3:2] |(2] = RE[3] - WE|0F0000h-OFFFFFh BIOS Area R/W Enable
MAR1(1:0] (0] - RE[1] - WE|0C0000h-0C3FFFh ISA Add-On BIOS R/W Enable
MAR1(3:2] (2] - RE[3] - WE|0C4000h-0C7FFFh ISA Add-On BIOS R/W Enable
MAR1(5:4] (4] RE[5) - WE 0CB000h-OCBFFFh  |ISA Add-On BIOS R/W Enable
MAR1[7:6] (6] = RE[7) = WE|0CCO00h—OCFFFFh  |ISA Add-On BIOS R/W Enable
MAR2(1:0] (0] = RE[1) = WE|0D0000h-0D3FFFh ISA Add-On BIOS R/W Enable
MAR2(3:2] (2] = RE[3] = WE|0D4000h-0D7FFFh ISA Add-On BIOS R/W Enable
MAR2(5:4] {4] = RE(5) = WE|0D8000h-0DBFFFh ISA Add-On BIOS R/W Enable
MAR2[7:6] [6] = RE[7] = WE|0DCO00h-0DFFFFh ISA Add-On BIOS R/W Enable
MAR3[1:0] (0] - RE(1] — WE|0E0000h-0E3FFFh BIOS Extension R/W Enable
MAR3[3:2] (2] — RE[3] = WE|0E4000h-0E7FFFh BIOS Extension R/W Enable
MAR3][5:4] [4] - RE[5] - WE|OEB000h-OEBFFFh 1B10S Extension R/W Enable
MAR3[7:6] [6] RE[7] ~ WE|OECO0Oh-OEFFFFh  |BIOS Extension R/W Enable
2.1226

ADVANGE INFORMATION I



intal.

82378 SYSTEM 1/0 (SI0)

512MB Max
I PROGRAMMABLE
4
v
i DECODE AREAS
v
MEMCS "Hole"
4
v
we oFFRFE
BIOS Area (Upper)
1MB-64KB (64K8) 0F0000
960KB L - - _ _ | OEFFFF
( )x4{- ~ _ BIOS Area (Lower) = ~
- - 64KB - -
1MB-128KB ( ) 0EQ000
(896KB) {} - - - - - - -~ - - - - ODFFFF
[ © - ZisAAddon - -
ol | -
7eekB \[_  _ ~ " " " " " 0C0000
640KB 0A0000
512KB 080000
(]

290473-52

Figure 13. MEMCS # Decode Areas

The SIO generates MEMCS # from the PCl address. MEMCS # is generated from the clock edge after
FRAME # is sampled active. MEMCS # will only go active for one PCI clock period. The SIO does not take any
other action as a result of this decode other than generating MEMCS #. It is the responsibility of the device
using the MEMCS # signal to generate DEVSEL #, TRDY # and any other cycle response. The device using
MEMCS # will always generate DEVSEL # on the next clock. This fact can be used to avoid an extra clock

delay in the subtractive decoder described in the next section.
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POICLK /T \__ /2 \__ /3 [/
1] 1 1
FRAME# [N ¢
1 1
, Data .
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1
MEMCS# ;
'

AD{31:0] —:( Addre.', X

i \ 1+ /

290473-53

Figure 14. MEMCS # Generation

5.5.1.4 Subtractively Decoded Cycles to ISA

The addresses that reside on the ISA Bus could be
highly fragmented. For this reason, subtractive de-
coding is used to forward PCI cycles to the I1SA Bus.
An inactive DEVSEL # will cause the SIO to forward
the PCI cycle to the ISA Bus. The DEVSEL # sample
point can be configured for three different settings. if
the “fast” point is selected, the cycle will be forward-
ed to ISA when DEVSEL # is inactive at the F sam-
ple point as shown in Figure 15. i the “typical’” point
is selected, DEVSEL# will be sampled on both F
and T, and if inactive, will be forwarded to the ISA
Bus. Likewise, if the “slow” point is selected,
DEVSEL # will be sampled at F, T, and S. The sam-

ple point should be configured to match the slowest
PCI device in the system. This capability reduces the
latency to ISA slaves when ali PCl devices are
“'fast” and also allows for devices with slow decod-
ing. Note that when these unclaimed cycles are for-
warded to the ISA Bus, the SIO will drive the
DEVSEL # active.

Since an active MEMCS# will always result in an
active DEVSEL# at the "Slow" sample point,
MEMCS# is used as an early indication of
DEVSEL#. in this case, if the device using
MEMCS# is the only "slow" agent in the system,
the sample point can be moved in to the "typical”
edge.

PCICLK /T \ /2

\

/3 \___Ja T\

' ] ' |

[ '
FRAME# v\ v/

t

F  Sample'Points

FAST DEVSEL#

From 1 [ N T T - - - <4« = = = = r
External TYP. DEVSEL# 1 ] / I f _____ ‘g - - - !
Slave v y
SLOW DEVSEL# , , . Y '
) ] 1 ' 1 |
1 ] 1 1
DEVSEL# ) Vo e o D

(Generated by SIO

for cyclies forwarded

to ISA Bus)
290473-54

Figure 15. DEVSEL # Generatlon
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Unclaimed PCl cycles with memory addresses
above 16M and I/0 addresses above 64K will not be
forwarded to the ISA Bus. The SIO will not respond
with DEVSEL # (BIOS accesses are an exception to
this). This is required to avoid the possibility of alias-
ing. Under this condition, these unclaimed cycles will
be recognized as such by the originating master and
the master will use "master-abort” semantics to ter-
minate the PCI cycle.

5.5.2 DMA/ISA MASTER CYCLE ADDRESS
DECODER

The SIO also contains a decoder which is used to
determine the destination of ISA master and DMA
master cycles. This decoder provides:

Positive Decode to PCI: Positively decodes ad-
dresses to be forwarded to the PCl Bus. This in-
cludes addresses residing directly on PC! as well as
addresses that reside on the back side of PCI bridg-
es (Host Bridges).

Access to SIO Internal Registers: Positively de-
codes addresses to registers within the SIO.

BIOS Accesses: Positively decodes BIOS memory
accesses and generates encoded BIOSCS #.

Utility Bus Chip Selects: Positively decodes utility
bus chip selects.

Subtractive Decode: Subtractively decodes cycles
to be contained to the ISA Bus.

5.5.2.1 Positive Decode to PCI

ISA master or DMA addresses that are positively de-
coded by this decoder will be propagated to the PC}
Bus. This is the only way to forward a cycle from an
ISA master or the DMA to the PCI Bus. If the cycle is
not decoded by this decoder it will not be forwarded
to the PCI Bus.

I ADVANGCE INFORMATION
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This decoder has several memory address regions

to positively decode cycles that should be forwarded

to the PCI Bus. These regions are listed below. Re-
gions '‘a” through “e" are fixed and can be enabled

or disabled independently. Region “f" defines a

space starting at 1M with a programmable upper

boundary up to 16 MB. Within this region a hole can
be opened. Its size and location are programmable

to allow a hole to be opened in the memory space. A

memory address above 16 MB will be forwarded to

the PCI Bus automatically. This is possible only dur-
ing DMA cycles in which the DMA has been pro-
grammed for 32-bit addressing above 16 MB.

a. Memory: 0 KB-512 KB

b. Memory: 512 KB-640 KB

c. Memory: 640 KB-768 KB (Video buffer)

d. Memory: 768 KB-896 KB in eight 16K sections

{Expansion ROM)

Memory: 896 KB-960 KB (lower BIOS area)

. Memory: 1 MB-to-X MB (up to 16 MB) within which
a hole can be opened. Accesses to the hole are
not forwarded to PCI. The top of the region can be
programmed on 64 KByte boundaries up to
16 MB. The hole can be between 64 KB and 8 MB
in size in 64 KB increments located on any 64 KB
boundary. (Refer to the ISA Address Decoder
Register in the register description section, Sec-
tion 5.5.2)

g. Memory: - 16 MB automatically forwarded to PCI

- o

Figure 16 shows a map of the ISA master/DMA de-
code regions and Table 22 summarizes the registers
used to configure the decoder.
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iMB
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1MB-128KB
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x8

768KB
640KB
512KB

1]

<>

>

ISA "Hole"

v

FFFFFFFF

1000000
OFFFFFF

100000
OFFFFF

0F0000
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Figure 16. ISA Master/DMA to PCI Bus Decoder Regions

ADYANCE (NFORMATION I



82378 SYSTEM 1/0 (S10)

intal.

Table 22. ISA Master/DMA to PCI Bus Decoding Register Summary

lﬁﬁ Registers Attribute Memory Segments Comments
IADCON[7:4] IéA Memory Top | 100000h-0FFFFFFh | 1 MB to 16 MB Top of ISA Region
IADTOH/IADBOH | ISA Hole 100000h-OFFFFFFh | 1 MB to 16 MB Hole in ISA Region
JADCON(0] Enable/Disable | 000000h—07FFFFh | 0 to 512 KB Enable/Disable
[IADCON[1] | Enable/Disable | 080000h—09FFFFh | 512 KB to 640 KB Enable/Disable
IADCON[2] | Enable/Disable | OAOOOOh-OBFFFFh | 640 KB to 768 KB Enable/Disable
| IADCONI(3]* Enable/Disable | OE0000h—-OEFFFFh | 896 KB to 960 KB Lower BIOS
| Enable/Disable
IADRBE(0] "Enable/Disable | 0C0000h—-0C3FFFh | ISA Add-On BIOS (Expansion ROM) Enable
|ADRBE[1] | Enable/Disable | 0C4000n-0C7FFFh_| ISA Add-On BIOS (Expansion ROM) Enable
IADRBE|[2] { Enable/Disable | 0C8000h-0CBFFFh | iSA Add-On BIOS (Expansion ROM) Enable
Eoé'éfé @ Enétﬂe/Disabi?F 0CCO00h-0CFFFFh | ISA Add-On BIOS (Expansion ROM) Enable
IADRBE[s] | Enable/Disable | 0D0000h-OD3FFFh_| ISA Add-On BIOS (Expansion ROM) Enable
rlADRBE[S] Enable/Disable | 0D4000h~-0D7FFFh | ISA Add-On BIOS (Expansion ROM) Enable
|IADRBE[6] | Enable/Disable | 0DB00Oh—0DBFFFh | ISA Add-On BIOS (Expansion ROM) Enable
|IADRBE[7] | Enable/Disable | 0DC000h-ODFFFFh | ISA Add-On BIOS (Expansion ROM) Enable
NOTE:

* This can be overridden by bit 6 of the UBCSA Register being setto a 1.

5.5.2.2 SI0 Internal Registers

Most of the internal SIO registers are accessible by
ISA masters. Table 19 lists the registers that are not
accessible by ISA masters. Registers accessed by
ISA masters are run as B-bit extended /0 cycles.

5.5.2.3 BIOS Accesses

The 128K BIOS memory space is located at
000EOOOOh to OQOFFFFFh, and is aliased at
FFFEOOOOh to FFFFFFFFh (top of 4 GB) and
FFEEOOQOh to FFEFFFFFh (top of 4 GB-1 MB).
The aliased regions account for the CPU reset vec-
tor and the uncertainty of the state of A20GATE
when a software reset occurs. This 128K block is

I ADVANCIE INFORMATION

split into two 64K blocks. The top 64K is always en-
abled while the bottom 64K can be enabled or dis-
abled (the aliases automatically match). ISA masters
can only access BIOS in the OO0OE0Q000 to
000FFFFFh region.

ISA originated accesses to the enabled 64K sec-
tions of the BIOS space (000EOOQ0Oh-000FFFFFh)
will activate the encoded BIOSCS # signal. ISA origi-
nated cycles will not be forwarded to the PCI Bus.
Encoded BIOSCS# is combinatorially generated
from the iSA, SA, and LA address bus. Encoded
BIOSCS # is disabled during refresh and DMA cy-
cles. The ISA Master/DMA BIOS Decoding Table
indicates the SIO’s response to BIOS accesses
based on the configuration state.

2-1231



a
E
82378 SYSTEM 1/0 (SIO) |nte| .
Table 23. ISA Master/DMA BIOS Decoding
Cycle SI10 Configuration SI0 Response
To;;>64 I't(i\?epm Low 64 KB | Forward Low | Encoded Forward COntaJ
Master | Region(1) D°zo e BIOS | 64KBtoPCI | BIOSCS# |~ \WEAE | =oN
e Enabled(3) | Enabled(4) | Generated
Enabled(2}
ISA/DMA A X X X Yes No Yes
ISA/DMA B X 0(9) 0 No No Yes
ISA/DMA 8 x 0(5) 1 No Yes No
ISA/DMA B x 1 X Yes No YesA1
ISA/DMA a These cycles will be forwarded to PCl dependent on the state of the ISA Address
ISA/DMA b Decoder Configuration Registers. Encoded BIOSCS # will not be generated for any
of these cycles.
ISA/DMA c

NOTES:

1. The memory sections referenced can be found in Figure 12.

2. The column labeled “Top 64 KB BIOS Positive Decode Enabled” shows the value of the ISA Clock DBivisor Configuration
Register bit 6. This bit determines how the memaory region is decoded (0 — subtractively decoded, 1 positively decod-
ed).

3. The column labeled "Low 64 KB BIOS Enable” shows the value of the Utility Bus Chip Select Enable A Configuration

Register bit 6. This bit determines it the memory region is enabled (bit 1) or disabled (bit - 0}.
The column labeled “Forward Low 64 KB to PCl Enables” shows the value of the ISA Address Decoder Control Configu-

ration Register Bit 3. This bit determines whether PCY Bus forwarding is enabled (bit

5. Forward to PCi it IADCON Bit 6 1

5.5.2.4 Utility Bus Encoded Chip Selects

The SIO generates encoded chip selects for certain
functions that are located on the utility bus (formerly
X-Bus). The encoded chip selects are generated
combinatorially from the ISA SA[15:0] address bus.
The encoded chip selects are decoded externally
(see Figure 19).

The encoded chip select table (Table 24) shows the
addresses that result in encoded chip select genera-
tion. Chip selects can be enabled or disabled via
configuration registers. In general, the addresses

1) or disabled (bit  0).

shown in Table 24 do not reside in the SIO itself.
Write only addresses 70h, 372h, 3F2h are excep-
tions since particular bits from these registers reside
in the SIO. For ISA master cycles, the SIO will re-
spond to writes to address 70h, 372h, and 3F2h by
generating IOCHRDY and writing to the appropriate
bits.

Note that the SIO monitors read accesses to ad-
dress 60h to support the mouse function. In this
case, IOCHRDY is not generated.

Table 24. Encoded Chip Select Table

Address Address -t— Type Name Epcoded
FEDC | BA98 @ 7654 | 3210 Chip Select
0060h 0000 0000 I); 10 00x0 r/'w Keyb;érc; Controller KEYBRDCS #
0064h 0000 0000 » 7701 10 01x0 r’'w Keyboard Controlier KEYBRDCS #
0070h 0000 0000 7~O1 1 14_ Oxx0 w Real Time Clock Address RTCALE #
2-1232
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Table 24. Encoded Chip Select Table (Continued)

Address Encoded
Address | eenc | Bags | 7654 | 3210 { Type Name Chip Select
0071h 0000 OOOOﬂF(lL Oxx1 Vr/w Real Time Clock Data B RTCCS #
0170h 0000 | 0001 | O111 | 0000 | r/w | Secondary Data Register IDECSO0 #
0171h 0000 | 0001 0111 | 0001 mr/w Secondary Error Register IDECSO #
0172h o 0000 | 0001 | O111 001’(5 r/w | Secondary Sector Count Register IDECSO #
0173h OOOOV 0001 | 0111 | 0011 r/w | Secondary Sector Number Register IDECSO0 #
0174h 0000 | 0001 | 0111 | O1 06 r/w | Secondary Cylinder Low Register IDECSO#
01 75h‘~ 0000 | 0001 | 0111 | 0101 r/'w | Secondary Cylinder High Register IDECSO #
0176h 0000 | 000t | 0111 | 0110 | r/w | Secondary Drive/Head Register IDECSO #
0177h OOOEJM 0001 0111 | 0111 rfw Secondary Status Register IDECSO #
01FGCh 0000 0001 1111 _‘OBOT’ r'w Primary Data Register IDECSO0 #
01F1h 0000 | 0001 1111 | 0001 r/w | Primary Error Register IDECSO #
01 FZH 0000 | 0001 1111 | 0010 Wr/w Primary Sector Count Register IDECSO #
01F3h 0000 | 0001 | 1111 001-17—%”‘” Primary Sector Number Register IDECSO0 #
01F4h 0000 | 0001 1111 | 0100 | r/w | Primary Cylinder Low Register IDECS0#
01F5h 0000 mO—O61 1111 | 0101 r/w | Primary Cylinder High Register IDECS0O #
Ef}gh 0000 | 0001 1111 | Ot 1(; 7 ;/w Primary Drive/Head Register IDECSO #
01F7h 0000 0001 1111 ’_()T1} r/w | Primary Status Register IDECSO #
0278h | 0000 | 0010 | 0111 | 1x00 | r/w | LPT3 PP Data Latch LPTCS #
0279h | 0000 | 0010 | 0111 | 1x01 | r | LPT3PP Status LPTCS #
027Ah 0000 | 0610 | 0111 | 1x10 | r/w | LPT3 PP Control LPTCS#
0278h 0000 0010 | O111 | 1x11 r/w LPTCS#
02F8h 6000 0010 | 1111 | 1000 | r/w | COM2 SP Transmit/Receive Register | COM2CS #
02F9h 0000 0010 1111 | 1001 r/w COM2 SP Interrupt Enable Register COM2CS #
02FAh 0000 0010 | 1111 | 1010 i COM2 SP interrupt Identification COM2CS #
Register
02FBh 0000 00;6 1111 | 1011 r/w | COM2 SP Line Control Register COM2CS #
02FCh 0000 | 0010 | 1111 | 1100 | r/w | COM2 SP Modem Control Register COM2CS#
02FDh 0000 | 0010 | 1111 | 110t ﬁr COM2 SP Line Status Register COM2CS#
02FEh 0000 | 0010 | 1111 | 1110 r COM2 SP Modem Status Register COM2CS #
02FFh 0000 | 0010 | 1111 | 1111 r/w | COM2 SP Scratch Register COM2CS #
2-1233
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Table 24. Encoded Chip Select Table (Continued)
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Address
Address Type Name Epcoded
FEDC | BA98B | 7654 | 3210 Chip Select
0370h 0000 | 0011 | 0111 | 0000 | r/w | Secondary Floppy Disk Extended Mode | FLOPPYCS #
Register
] I S )
0371h 0000 | 0011 [ 0111 | 0001 | r/w | Secondary Floppy Disk Extended Mode | FLOPPYCS #
Register
0372 0000 | 0011 | 0111|0010 | w | Secondary Floppy Disk Digital Qutput | FLOPPYCS #
Register
0373h 0000 | 0011 | 0111 | 0011 | r/w | Reserved FLOPPYCS #
0374h 0000 | 0011 [ 01111 0100 | r/w | Secondary Floppy Disk Status Register | FLOPPYCS #
0375h 0000 | 0011 | 0111 [ 0101 | r/w | Secondary Floppy Disk Data Register FLOPPYCS #
0376h 0000 | 0011 | 0111 | 0110 | r/w | Secondary Alternale Status Register IDECS1 #
0377h 0000 | 0011 | 0111 | O111 r Secondary Drive Address Register IDECS1 #
0377h* 0000 | 0011 | 0111 | O11x | r/w | Secondary Floppy Disk Digita! input FLOPPYCS #
Register
S ]
0378h 0000 | 0011 [ 0111 | 1x00 | r/w | LPT2 PP Data Latch LPTCS#
0379h 0000 | 001t | 0111 | 1x01 r LPT2 PP Status LPTCS#
037Ah 0000 | 0011 | 0111 | 1x10 | r/w | LPT2 PP Control LPTCS #
037Bh 0000 | 0011 | 0111 | 1x11 r/w LPTCS#
03BCh 0000 | 0011 | 1011 ) 1100 | r/w | LPT1 PP Data Latch LPTCS #
03BDh 0000 | 0011 | 1011 | 1101 r LPT1 PP Status LPTCS#
03BEh 0000 | 0011 | 1011 | 1910 | r/w | LPT1 PP Control LPTCS #
03BFh 0000 | 0011 1011 | 1111 riw LPTCS#
03F0h 0000 | 0011 | 1111 { 0000 | r/w | Primary Floppy Disk Extended Mode FLOPPYCS #
Register
03F1h 0000 | 0011 | 1111 | 0001 | r/w | Primary Floppy Disk Extended Mode FLOPPYCS#
Reagister
. e T T T L A nome o |
03F2h 0000 | 0011 | 1111 | 0010 w Primary Floppy Disk Digital Output FLOPPYCS#
Register
03F3h 0000 | 0011 [ 1111 | 0011 | r/w | Reserved FLOPPYCS #
03F4h 0000 | 0011 | 1111 | 0100 | r/w | Primary Floppy Disk Status Register FLOPPYCS#
03F5h 0000 [ 0011 | 1111 | 0101 | r/w | Primary Floppy Disk Data Register FLOPPYCS #
03F6h 0000 | 0011 | 1111 | 0110 | r/w | Primary Drive Alternate Status Register | IDECS1 #
03F7h 0000 | 0011 | 1111 | 0111 r Primary Drive Address Register IDECS1 #
03F7h* 0000 [ 0011 | 1111 | O11x | r/w | Primary Floppy Disk Digital Input FLOPPYCS #
| | Register
2-1234
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Table 24. Encoded Chip Select Table (Continued)

Address Encoded
Address FEDC | BA98 | 7654 | 3210 Type Name Chip Select
03F8h 0000 | 0011 | 1111 | 1000 | r/w | COM1 SP Transmit/Receive Register | COM1CS #
03Fgh 0000 | 0011 | 1111 | 1001 | r/w | COM1 SP Interrupt Enable Register COM1CS #
03FAh 0000 | 0011 | 1111 | 1010 r COM1 SP Interrupt |dentification COM1CS #

Register

03FBh 0000 | 0011 | 1111 | 1011 | r/w | COM1 SP Line Controil Register COM1CS#
03FCh 0000 | 0011 | 1111 | 1100 | r/w | COM1 SP Modem Control Register COM1CS #
03FDh 0000 | 0011 | 1111 | 1101 r COM1 SP Line Status Register COMICS#
03FEh 0000 | 0011 | 1111 [ 1110 r COM1 SP Modem Status Register COM1CS#
03FFh 0000 | 0011 | 1111 | 1111 | /w | COM1 SP Scratch Register COM1CS #
0800h- | 0000 | 1000 | xxxx | xxxx r/w CFIGMEMCS #
08FFh
0CO0h 0000 | 1100 | 0000 | 0000 | r/w CPAGECS #

NOTE:

*It both the IDE and Floppy Drive are located on the UBUS, FLOPPYCS# will not be generated, IDECSt# will be

generated.

5.5.2.5 Subtractive Decode to ISA

ISA master and DMA cycles not positively decoded
by the |SA decoder are contained to the ISA Bus.

5.6 Data Buffering

The SIO contains data buffers to isolate the PC| Bus
from the ISA Bus. The buffering is described from
two perspectives: PCl master accesses to the ISA
Bus (Posted Write Buffer) and DMA/ISA master ac-
cesses to the PCl Bus (Line Buffer). Temporarily
buffering the data requires buffer management logic
to ensure that the data buffers remain coherent.

5.6.1 DMA/ISA MASTER LINE BUFFER

An 8-byte Line Buffer is used to isolate the ISA Bus’s
slower 1/0 devices from the PCI Bus. The Line Buff-
er is bi-directional and is used by ISA masters and
the DMA controller to assemble and disassemble
data. Only memory data written to or read from the
PCI Bus by an ISA master or DMA is assembled/dis-
assembled using this 8 byte line buffer. 1/0 cycles
do not use the buffer.

I ADVANCE INFORMATION

Bits 0 and 1 of the PCI Control Register set the buff-
er to operate in either single transaction mode (bit =
0) or 8-byte mode (bit = 1). Note that ISA masters
and DMA controllers can have their buffer modes
configured separately.

In single transaction mode, the buffer will store only
one transaction. For DMA/ISA master writes, this
single transaction buffer looks like a posted write
buffer. As soon as the ISA cycle is complets, a PCl
cycle is scheduled. Subsequent DMA/ISA master
writes are held off in wait-states until the buffer is
empty. For DMA/ISA master reads, only the data
requested is read over the PCI Bus. For instance, if
the DMA channel is programmed in 16-bit mode, 16
bits of data will be read from PCl. As soon as the
requested data is valid on the PCI bus, it is latched
into the Line Buffer and the 1SA cycle is then com-
pleted, as timing allows. Single transaction mode will
guarantee strong read and write ordering through
the buffers.

In 8 byte mode, for write data assembly, the Line
Buffer acts as two individual 4 byte buffers working
in ping pong fashion. For read data disassembly, the
Line Buffer acts as one 8 byte buffer.
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Figure 17. SIO Buffer Diagram

5.6.2 PCl| MASTER POSTED WRITE BUFFER

PC! master memory write cycles destined to ISA
memory are buffered in a 32-bit Posted Write Buffer.
The PCI Memory Write and Memory Write and Invali-
date commands are all treated as a memory write
and can be posted, subject to the Posted Write Buft-
er status. The Posted Write Buffer has an address
associated with it. A PCI master memory write can
be posted any time the posted write buffer is empty
and write posting is enabled (bit 2 of the PCI Control
Configuration Register is set to a 1). Also, the ISA
Bus must not be occupied. If the posted write bufter
contains data, the PCl master write cycle is retried. If
the posted write buffer is disabled, the SIO’s re-
sponse to a PCl master memory write is dependent
on the state of the ISA Bus. If the ISA Bus is avail-
able and the posted write buffer is disabled, the cy-
cle will immediately be forwarded to the ISA Bus
(TRDY # will not be asserted until the ISA cycle has
completed). if the ISA Bus is busy and the posted
write buifer is disabled, the cycle is retried.

Memory read and 1/0 read and {/O write cycles do
not use the 32-bit Posted Write Buffer.

5.6.3 BUFFER MANAGEMENT

Any time data is temporarily stored in the buffers
between the ISA Bus and the PCI Bus, there are
potential data coherency problems.

The SIO contains buffer management circuitry which
guarantees data coherency by intercepting synchro-
nization protocol between the buses and managing
the butters betore synchronization communication
between the buses is complete. The bufters are

2-1236

flushed or invalidated as appropriate before a bus
cycle is allowed to occur in cases where data coher-
ency could be lost.

5.6.3.1 DMA/ISA Master Line Buffer—Write
State

When the DMA/ISA Master Line Buffer contains
data that is to be written to the PCI Bus, it is in the
Write State. The B8-byte line buffer is flushed when
the line becomes full, when a subsequent write is a
line miss, when a subsequent write would overwrite
an already valid byte, or when a subsequent cycle is
a read. The ISA master or DMA cycle that triggers
the buffer flush will be held in wait-states until the
flush is complete. The buffer is also flushed whenev-
er there is a change in ISA Bus ownership as indicat-
ed by any DACK # signal going inactive.

Once the buffer is scheduled to be flushed to PCl,
any PCI cycle to the SIO or ISA Bus will get retried
by the SIO.

5.6.3.2 DMA/ISA Master Line Buffer—Read
State

When the DMA/ISA Master Line Buffer contains
data that has been read from the PCI Bus, it is in the
Read State. The data in the buffer will be invalidated
when the SIO accepts a PCl memory or I/O write
cycle. The line butfer in the read state is also invali-
dated when a subsequent read is a line miss, or
when a subsequent cycle is a write. The line buffer in
the read state is not invalidated on a change of ISA
ownership. Note that as bytes are disassembled
from the line buffer, they are invalidated so that sub-
sequent reads to the same byte will cause a line
buffer miss.

ADYANGCE INFORMATION I
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5.6.3.3 PC| Master Posted Write Buffer

As soon as a PCI master has posted a memory write
into the posted write buffer, the buffer is scheduled
to be written to the ISA Bus. Any subsequent PCi
master cycles to the SIO (including ISA Bus) will be
retried until the posted write buffer is empty.

Prior to granting the ISA Bus to an ISA master or the
DMA, the PCI master posted memory write buffer is
flushed. Also, as long as the ISA master or DMA
owns the ISA Bus, the posted write buffer is dis-
abled. A PC! master write can not be posted while
an ISA master or the DMA owns the ISA Bus.

82378 SYSTEM 1/0 (SI0)

5.7 SIO Timers

5.7.1 INTERVAL TIMERS

The SIO contains three counters that are equivalent
to those found in the 82C54 programmable interval
timer. The three counters are contained in ons SIO
timer unit, referred to as Timer-1. Each counter out-
put provides a key system function. Counter O is
connected to interrupt controller IRQO and provides
a system timer interrupt for a time-of-day, diskette
time-out, or other system timing functions. Counter 1
generates a refresh request signal and Counter 2
generates the tone for the speaker. Note that the
14.31818 MHz counters use OSC for a clock source.

Full detaits of this counter can be found in the 82C54
data sheet.

Table 25. Interval Timer Functions Table

Interval Timer Functions
Function Counter 0—System Timer
Gate Always On
Clock In 1.193 MHz (OSC/12)
Out INT-1 IRQO
Function Counter 1—Refresh Request
Gate Always On
Clock In 1.193 MHz (OSC/12)
Out Refresh Request
Function Counter 2—Speaker Tone
Gate Programmable-Port 61h
Clock In 1.193 MHz (OSC/12)
Out Speaker

5.7.1.1 Interval Timer Address Map

Table 26 shows the 1/0 address map of the interval timer counters.

Table 26. interval Timer Counters 1/0 Address Map

1/0 Address Register Description
040h System Timer (Counter 0)
I 04th Refresh Request (Counter 1)
042h Speaker Tone (Counter 2)
043h Control Word Register

I ADVANGE INFORMATION
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Counter 0, System Timer

This counter functions as the system timer by con-
trolling the state of iRQO and is typically pro-
grammed for Mode 3 operation. The counter produc-
es a square wave with a period equal to the product
of the counter period (838 ns) and the initial count
value. The counter loads the initial count value one
counter period after software writes the count value
to the counter 1/O address. The counter initially as-
serts IRQO and decrements the count value by two
each counter period. The counter negates IRQO
when the count value reaches 0. It then reloads the
initial count value and again decrements the initial
count value by two each counter period. The counter
then asserts |IRQO when the count value reaches 0,
reloads the initial count value, and repeats the cycle,
alternately asserting and negating IRQO.

Counter 1, Refresh Request Signal

This counter provides the refresh request signal and
is typically programmed for Mode 2 operation. The
counter negates refresh request for one counter pe-
riod (833 ns) during each count cycle. The initial
count value is loaded one counter period after being
written to the counter |/0 address. The counter ini-
tially asserts refresh reguest, and negates it for 1
counter period when the count value reaches 1. The
counter then asserts refresh request and continues
counting from the initial count value.

Counter 2, Speaker Tone

This counter provides the speaker tone and is typi-
cally programmed for Mode 3 operation. The coun-
ter provides a speaker frequency equal to the coun-
ter clock frequency (1.193 MHz) divided by the initial
count value. The speaker must be enabled by a
write to port 061h (see Section 4.5.1 on the NMI
Status and Control Register).

6.7.2 BIOS TIMER

5.7.2.1 Overview

The SIO provides a system BIOS Timer that decre-
ments at each edge of its 1.04 MHz clock (derived
by dividing the 8.33 MHz SYSCLK by 8). Since the
state of the counter is undefined at power-up, it must
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be programmed before it can be used. Accesses to
the BIOS Timer are enabled and disabled through

the BIOS Timer Base Address Register. The timer
continues to count even if accesses are disabled.

A BIOS Timer Register is provided to start the timer
counter by writing an initial clock value. The BIOS
Timer Register can be accessed as a single 16-bit
/0 port or as a 32-bit port with the upper 16-bits
being “don’t care" (reserved). It is up to the software
to access the /0 register in the most convenient
way. The I/0O address of the BIOS Timer Register is
software relocatable. The |/0 address is determined
by the value programmed into the BIOS Timer Base
Address Register.

The BIOS Timer clock has a value of 1.04 MHz using
an 8.33 MHz SYSCLK input (an 8 to 1 ratio will al-
ways exist between SYSCLK and the timer clock).
This allows the counting of time intervals from 0 ms
to approximately 65 ms. Because of the PCI clock
rate, it is possible to start the counter and read the
value back in less than 1 us. The expected value of
the expired interval is 0, but depending on the state
of the internal clock divisor, the BIOS Timer might
indicate that 1 ms has expired. Therefore, accuracy
of the counter1s + 1 ps.

5.7.2.2 BIOS Timer Operations

A write operation to the BIOS Timer Register will
initiate the counting sequence. The timer can be ini-
tiated by writing either the 16-bit data portion or the
whole 32-bit register (upper 16 bits are ‘don't
care”). After initialization, the BIOS timer will start
decrementing until it reaches zero. Then it will stop
decrementing (and hold a zero value) until initialized
again.

After the timer is initialized, the current value can be
read at any time and the timer can be reprogrammed
(new initial value written), even before it reaches
zero.

All write and read operations to the BIOS timer Reg-
ister should include alt 16 counter bits. Separate ac-
cesses to the individual bytes of the counter must be
avoided since this can cause unexpected results
{wrong count intervals).
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5.8 Interrupt Controller

The SIO provides an ISA compatible interrupt con-
troller which incorporates the functionality of two
82C59 interrupt controllers. The two controllers are
cascaded so that 14 external and two internal inter-
rupts are possible. The master interrupt controller
provides IRQ[7:0] and the slave interrupt controller
provides IRQ [15:8] (see Figure 18). The two inter-
nal interrupts are used for internal functions only and
are not available to the user. IRQ2 is used to cas-
cade the two controllers together and IRQO is used
as a system timer interrupt and is tied to Interval
Timer 1, Counter 0. The remaining 14 interrupt lines
(IRQ1, IRQ3~IRQ15) are available for external sys-
tem interrupts. Edge or level sense selection is pro-
grammable on a by-controller basis.

The Interrupt Controller consists of two separate
82C59 cores. Interrupt Controller 1 (CNTRL-1) and

82378 SYSTEM 1/0 (S10)

Interrupt Controller 2 (CNTRL-2) are initialized sepa-
rately and can be programmed to operate in differ-
ent modes. The default settings are: 80x86 Mode,
Edge Sensitive (IRQ0-15) Detection, Normal EOI,
Non-Buffered Mode, Special Fully Nested Mode dis-
abled, and Cascade Mode. CNTRL-1 is connected
as the Master Interrupt Controller and CNTRL-2 is
connected as the Slave Interrupt Controller.

Note that IRQ13 is generated internally (as part of
the coprocessor error support) by the SIO when bit 5
in the ISA Clock Divisor Register is set to a 1. When
this bit is set to a 0, then the FERR #/IRQ13 signal
is used as an external IRQ13 signal and has the
same functionality as the normal IRQ13 signal.
IRQ12/M is generated internally (as part of the
mouse support) by the SIO when bit 4 in the ISA
Clock Divisor Register is set to a 1. When setto a 0,
the standard IRQ12 function is provided.

Timer 1 Counter 0 »| 0
mar < 82C59
> 2 INTR
CORE UL_,
IRQ3 | 3 NT
IRQ4 >4 CONTROLLER 1 (TO CPU)
IRQ5 | 5
IRQ6 » 6 (MASTER)
IRQ7 |7
IRQB# »| o#
IRQ9Y » 1 82C59
IRQ10 —» 2 CORE
IRQ11 >3 (NTR)
IRQ1I2/M » 4 CONTROLLER 2
FERR#1RQ13 » 5 SLAVE
IRQ14 »l 5 ( )
1RQ15 ol 7

290473-57

Figure 18. Block Diagram of the Interrupt Controller
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Table 27 lists the I/0 port address map for the interrupt registers:

Table 27. Interrupt Registers 1/0 Port Address Map

Interrupts 1/0 Address # of Bits Register
IRQ[7:0} 0020h 8 CNTFLJ Control Register
1IRQ[7:0] 0021h 8 CNTRL-1 Mask Register
IRQ[15:8] 00AOh 8 CNTRL-2 Control Register
IRQ[15:8] 00A1h 8 CNTRL-2 Mask Register

IRQO, IRQ2, (and possibly IRQ13 and IRQ12 if the “mouse’” or floating point error logic is disabled in the ISA
Clock Divisor Register), are connected to the interrupt controllers internally. The other interrupts are always
generated internally and their typical functions are shown in Table 28:

Table 28. Typical Interrupt Functions

Priority Label Controller Typical Interrupt Source
1 IRQO 1 interval timer 1, Counter 0 OUT
2 IRQ1 1 Keyboard
3-10 IRQ2 1 Interrupt from Controller 2 W
3 IRQ8 # 2 Real Time Clock
4 IRQ9 2 Ex;)ansion Bus Pin BO4
5 IRQ10 2 Expansion Bus Pin D03
6 IRQ11 2 Expansion Bus Pin D04
7 iRQ12/M 2 Mouse Interrupt - ]
8 FERR #/I1RQ13 2 CE);;rocessor Error o
9 IRQ14 2 Fixed Disk Drive Controller Expansion Bus Pin D07
10 IRQ15 2 ExpansiogiBius Pin DOE” o
i 1 IRQ3 1 Serial Pon?,Expansion Bus 82—5
12 IRQ4 1 Serial Port 1, ExpansiAoniBBS B24
13 IRQ5 1 Paralle! Port 2, Expansion Bus B23
14 IRQ6 1 D‘i;skette Caontroller, Expan;};Jn Bus B22
15 tRQ7 1 PEralleI Port 1, Expansion Bus B21
2-1240
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5.8.1 EDGE AND LEVEL TRIGGERED MODES

There are two ELCR registers, one for each 82C59
bank. They are located at 1/0O ports 04D0Oh {for the
Master Bank, IRQ[0:1,3:7]#) and 04D1h (for the
Slave Bank, IRQ[8:15])#. They allow the edge and
level sense selection to be made on an interrupt by
interrupt basis instead of on a complete bank. Inter-
rupts reserved for 1SA use MUST be programmed
for edge sensitivity (1o ensure I1SA compatibility).
That is, IRQ (0,1,2,8 #,13) must be programmed for
edge sensitive operation. The LTIM bit (Edge/Level
Bank selsct, offsets 20h, AOh) is disabled in the SIO.
The default programming is equivalent to program-
ming the LTIM bit (ICW1 bit 3) to a 0.

If an ELCR bit is equal to “0", an interrupt request
will be recognized by a low to high transition on the
corresponding |IRQ input. The IRQ input can remain
high without generating another interrupt.

It an ELCR bit is equal to "1, an interrupt request
will be recognized by a “low™ level on the corre-
sponding {RQ input, and there is no need for an
edge detection. For level triggered interrupt mode,
the interrupt request signal must be removed before
the EOlI command is issued or the CPU interrupt
must be disabled. This is necessary to prevent a
second interrupt from occurring.

In both the edge and level triggered modes the IRQ
inputs must remain active untit after the falling edge
of the first INTA#. If the IRQ input goes inactive
before this time a DEFAULT IRQ7 will occur when
the CPU acknowledges the interrupt. This can be a
useful safeguard for detecting interrupts caused by
spurious noise glitches on the IRQ inputs. To imple-
ment this feature the IRQ7 routine is used for “‘clean
up’ simply executing a return instruction, thus ignor-
ing the interrupt. if IRQY7 is needed for other purpos-
es a default IRQ7 can still be detected by reading
the ISR. A normal IRQ7 interrupt will set the corre-
sponding ISR bit, a default IRQ7 won't. If a default
IRQ7 routine occurs during a normal IRQ7 routine,
however, the ISR will remain sel. In this case it is
necessary to keep track of whether or not the IRQ7
routine was previously entered. It another IRQ7 oc-
curs it is a default.

5.8.2 REGISTER FUNCTIONALITY

For a detailed description of the Interrupt Controller
register set, please see Section 4.4, Interrupt Con-
troller Register Description.

I ADVANGCE INFORMATION
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5.8.3 NON-MASKABLE INTERRUPT (NMI)

An NMI is an interrupt requiring immediate attantion
and has priority over the normal interrupt lines
(IRQx). The SIO indicates error conditions by gener-
ating a non-maskable interrupt.

NMI interrupts are caused by the following condi-
tions:

1. Systemn Errors on the PCl Bus. SERR # is driven
low by a PCI resource when this error occurs.

2. Parity errors on the add-in memory boards on the
ISA expansion bus. IOCHK # is driven low when
this error occurs.

The NMI logic incorporates two different 8-bit regis-
ters. These registers are addressed at locations
061h and 070h. The status of Port (061h) is read by
the CPU to determine which source caused the NMI.
Bits set to 1 in these ports show which device re-
quested an NMI interrupt. After the NMI interrupt
routine processes the interrupt, the NMI status bits
are cleared by the software. This is done by setting
the corresponding enable/disable bit high. Port
(070H) is the mask register for the NMI interrupts.
This register can mask the NMi signal and also dis-
able or enable all NMi sources.

The individual enable/disable bits clear the NMi de-
tect flip-flops when disabled.

All NM! sources can be enabled or disabled by set-
ting Port 070h bit 7 to a 0 or 1. This disable function
does not clear the NMI detect flip-flops. This means,
it NMI is disabled then enabled via Port 070h, then
an NM! will occur when Port 070h is re-enabled it
one of the NMI detect flip-fiops had been previously
set.

To ensure that all NMI requests are serviced, the
NM! service routine soltware needs to incorporate a
tew very specific requirements. These requirements
are due to the edge detect circuitry of the host mi-
croprocessor, B0386 or B0486. The software flow
would need to be the following:

1. NM! is detected by the processor on the rising
edge of the NMI input.

2. The processor will read the status stored in port
061h to determine what sources caused the NMI.
The processor may then set to O the register bits
controlling the sources that it has determined to
be active. Between the time the processor reads
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the NMI sources and sets them to a 0, an NMI
may have been generated by another source.
The level of NMI will then remain active. This new
NMi source will not be recognized by the proces-
sor becausse there was no edge on NMi.

3. The processor must then disable all NMI's by set-
ting bit 7 of port 070H to a 1 and then enable ali
NMI's by setting bit 7 of port 070H to a 0. This will
cause the NMI output to transition low then high it
there are any pending NMI sources. The CPU’'s
NM! input togic will then register a new NMI.

Section 4.5 Control Registers, contains a detailed
description of the NMI Status and Control Register
(port 061h) and the NMI Enable and Real-Time
Clock Address Register at port 070h.

5.9 Utility Bus Peripheral Support

The Utility Bus is a secondary bus buffered from the
ISA Bus used to interface with peripheral devices
that do not require a high speed interface. The buffer
control for the lower 8 data signals is provided by the
SIQO via two controf signals; UBUSOE# and
UBUSTR. Figure 19 shows a block diagram of the
external logic required as part of the decode and
Utifity Bus buffer control.

intgl.

The SIO provides the address decode and three en-
coded chip selects to support:

t. Floppy Controller

. Keyboard Controller

. Real Time Clock

. IDE Drive

. 2 Serial Ports (COM1 and COM?2)

. 1 Parallel Port (LPT1, 2, or 3)

. BIOS Memory

. Configuration Memory (8 Kbyte 1/O Mapped)

@® N A WN

The SIO also supports the following functions:
1. Floppy DSKCHG Function

2. Port 92 Function (Alternate A20 and Alternate
Reset)

3. Coprocessor Logic (FERR# and IGNNE #
Function)

The binary code formed by the three Encoded Chip
Selects determines which Utility Bus device is se-
lected. The SIO also provides an Encoded Chip Se-
lect Enable signal (ECSEN #) that is used to select
between the two external decoders. A zero selects
decoder 1 and a one selects decoder 2. The table
below shows the address decode for each of the
Utility Bus devices.

Table 29. NMI Source Enable/Disable and Status Port Bits

NMI Source 1/0 Port Bit for Status Reads 170 Port Bit for Enable/Disable ——]
IOCHK # Port 061h, Bit 6 Port 061th, Bit 3
SERR# Port 061h, Bit 7 Port 061h, Bit 2
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Table 30. Encoded Chip Select Summary Table

NOTES:
1.

— ] 7
ECSADDR2|ECSADDR1|ECSADDRO|ECSEN#| Address Decoded | TXternal Chip | | Cycle
Select Type
Decoder 1
L 0 Q 0 0 70h, 72h, 74, 76h RTCALE # 1/1OW
0 1 0 71h, 73h, 75h, 77h RTCCS# /O R/W
0 1 0 0 60h, 62h, 64h, 66h KEYBRDCS # 170 R/W
0 1 1 0 000E000Ch-000FFFFFh (BIOSCS # 1 [MEMR/W
FFFE0000h-FFFFFFFFh
FFF80000h-FFFDFFFFh
1
1 [¢] 0 0 3F0Oh~3F7h (primary) FLOPPYCS # 2 [IVOR/W
370h-377h (secondary)
1 0 1 0 1FOh-1F7h (primary) IDECSO # 2 |[I/OR/W
170h-177h (secondary)
1 1 o] 0 3F6h-3F7h (primary) IDECS1# 2 [I/OR/W
376h-377h (secondary)
— 7
1 1 1 0 Reserved
Decoder 2
0 0 0 1 Reserved
0 0 1 1 0CO00h CPAGECS # 3 [I/OR/W
0 1 0 1 0800h-08FFh CFIGMEMCS # I/OR/W
-+ L
0 1 1 1 3F8h-3FFh (COM1) COMACS # /O R/W
Aor.
2F8h-37Fh (COM2)
1 0 0 1 3F8h~3FFh (COM1) COMBCS # 4 |I/OR/W
-or_
B 2F8h-37Fh (COM2)
1 0 1 1 3BCh-3BFh (LPT1) LPTCS # 5 |I/OR/W
378h-37Fh (LPT2)
278h-27Fh (LPTSV)
1 1 0 1 Reserved
1 1 1 1 Idle State

The encoded chip select signals for BIOSCS # will always be generated for accesses to the upper 64 KB at the top of

1 MByte (FOOOOh-FFFFFh) and its aliases at the top of the 4 GB and 4 GB-1 MByte. Access to the lower 64 KByte
(EO000h-EFFFFh) and its aliases at the top of 4 GB and 4GB-1MB can be enabled or disabled through the SIO. An
additional 384 KB of BIOS memory at the top of 4 GB (FFFD0O000Oh-FFFDFFFFh) can be enabled for BIOS use.

. The primary and secondary locations are programmable through the SIO. Only one location range can be enabled at any

one time. The floppy and IDE share the same enable and disable bit {i.e. if the floppy is set for primary, the IDE is also

set for primary).

IS

ADVANGE INFORMATION

. These signais can be used to select additional configuration RAM.
. COM1 and COM2 address ranges can be programmed for either port A (COMACS #) or port B (COMBCS #).
Only one address range (LPT1, LPT2, or LPT3) can be programmed at any one time.
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Port 92h Function

The SIO integrates the Part 92h Register. This regis-
ter provides the alternate reset (ALTRST) and alter-
nate A20 (ALT__A20) functions. Figure 19 shows
how these functions are tied into the system.

intgl.

DSKCHG is tied directly to the DSKCHG signal of
the floppy controller. This signal is inverted and driv-
en onto system data line 7 (SD7) during 1/0 read
cycles to floppy address locations 3F7h (primary) or
377 (secondary) as indicated by Table 31.

DSKCHG Function

Table 31. DSKCHG Summary Table

FLOPPYCS # Decode IDECSx # Decode State of SD7 (Output) State of UBUSOE #

Enabled _ Enabled Tristated | Enabled

Enabled Disabied Driven via DSKCHG Disabled

Disabled e .Enabled Tri-stated i En;&a&‘) -

Disabled Disabled Tristated | Disabled
NOTE:

1. For this mode to be supporied, extra logic I1s required 1o disable the U-bus transceiver for accesses to 3F7/377. This is
necessary because of patential contention between the Utility bus buffer and a floppy on the ISA Bus driving the system

bus at the same time during shared 1/O accesses.

Coprocessor Error Support

If bit 5 in the ISA Clock Divisor Register is set to a
one, the SIO will support coprocessor error reporting
through the FERR # /IRQ13 signal.

FERR # is tied directly to the Coprocessor error sig-
nal of the CPU. If FERR# is driven active in this
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mode {coprocessor error detected by the CPU), an
internal IRQ13 is generated and the INT output from
the SIO is driven active. When a write to 1/O location
FOh is detected, the SIO negates IRQ13 and drives
IGNNE # active. \GNNE# remains active until
FERR # is driven inactive. Note that IGNNE # is not
generated untess FERR # is active.

ADYANCE INFORMATION I
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$D0-7 F245| ypgy
B A
UBUSTR
UBUSOE#
SDO-7
Xiow RTCALE
UBUSTR F32 ATC
UBUSOE# RTCALE# XIOR#
DACKesLF%8) RTCCS# Fa> RTCRD#
Note: DACK6# supports
IDE DMA XIOW# RTCWR#
IRQ12M |
Note: Applicabie when
ICD bit 4= 0
KEYBRDCS# DIRQ1Z
XMEMW# axaz ::”D‘;‘;:i
ECSADDRO »lo £ °:_J Wi KEYBRp|KBDRST# |
ECSADDR!1 1,1 BIOS
> 2 - |
ECSADDR2 > 2 3 BIOSCS# ‘(ZI;ASH)
M C
OE#
ECSEN¥ |ECSEN# XMEMA
S FLOPPY
FLOPPYCS# 82077
/ IDECSTH# | FoB 82077CS# DSKCHG
O L———Reserved
DSKCHG |
10CS16# XIOR
[
|FeRR# o
FERR#RQ13 ¢+}———! E
Note: Applicable [
when ICODbIt5 =1 o
IGNNE# - N
IGNNE# —— IDECS14 N
—_—— — ——
UDXX[0:4] LPAGEADDR[0:4]
@F <RESERVED> | Mc;z;\ofzy |
»lo F o
<[ CPAGECSS wer
»2 5 2 O] |
3 COMACS# |
en® 4 commcss |
ENos 5| LPTCS# |
not used
ENT# 71 iDLE STATE> L f
BoRS NOTE: Not Used It Cont. Mem.
K T# in Flash Device
ALT RST#|—— LT RST#_[Fos —SRESET#
ALT_A20f— ALt A20

290473-61

ADVANGCE INFOR

Figure 19. Utility Bus External Support Logic

MATION
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Utility Bus accaesses by the SIO, by an {SA master, and by the DMA is shown in Figure 20 and Figure 21.
UBUSOE # and UBUSTR are driven differently for DMA cycles as shown in Figure 21.

BALE
SA [16:0],

/N
X
LA[23:17),SBHE#
IOR#,IOW#
SD([7:0] R
SD[7:0} W RN )—F
[

Be
ECSADDR[2:0]

i
[
5 X |
ECSEN# \ 7{\ \’
UBUSOE# §7\ —9
UBUSTR >
A U-Bus Access Cycle (S10 as Master) \
o

UBUSOE# \
? \
UBUSTR AY

U-Bus Access Cycle (ISA Master)

ECSEN# \fg\_—/

RTCALE# [ -
RTCALE / \

U-Bus Access, 8-Bit /O, RTCALE Cycle

il
LT

290473-62

Figure 20. Utility Bus Access (SIO and ISA Master)

DACK2# 7

UBUSOE# g T‘/Q‘
UBUSTR ——L - - ~ - - _ - o - - - < o o o - - .- \E

UBUSOE#
weustTR —L - - - - o - oo o =

DACKO0,1,3,5,6,7# >\ ~

Figure 21. Utility Bus Access (DMA)
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5.10 Power Management

The S10's power management architecture is based
around three core functions:

1. SMM (System Management Mode)

2. Clock Throttling

3. APM (Advanced Power Management Interface)

SMM is a mode during which an S Series Processor
is executing SMM code from a secure memory
space (SMRAM). SMM is invoked through the asser-
tion of an SMI (System Management Interrupt).

82378 SYSTEM 1/0 (S10)

Physically, this is signaled over the SMI# pin. SMI's
are triggered by various hardware and software
events. SMRAM is used to store the SMM code
which is really the SMI interrupt handler routine.

Clock Throttling will be used to reduce the power
consumption of the CPU. STPCLK# is the physical
signal used to control the CPU's clock.

APM creates an interface to allow the Operating
System to communicate with the SMM code.

Figure 22 shows how the power management sig-
nals are connected in a Saturn based system with
an S-series CPU.

— _ e
CPU SMIACT#
»|STPCLK#
SMi# CPURST  SRESET/NIT Vee
b 3 Y
STPCLK#
(pIn 167)
INT
(pin 136} L 'NS'¥|ACT”
SIO TA8
sMis| ;D o }—{PCIRST#
{pin 160) cDC
PCIRST# _p/SMI#
(pin 163~ CPURST
ALTRST#
(pin 76,_‘“’ »{SRESET#
EXTSMI#4
(pin 171) KYBDRST#
External "Green"
Interrupt Source
290473-A3

6.0 ELECTRICAL CHARACTERISTICS

6.1 Absolute Maximum Ratings*

65°Cto i 110°C
65'Cto t 150°C

Case Temperature under Bias
Storage Temperature
Supply Voltages

with Respect to Ground
Voltage On Any Pin .. ... ..

0.5Vio Ve t 0.5V
0.5Vtio Ve + 0.5V

I ADVANCE INFORMATION

Figure 22. Power Management

* WARNING: Stressing the device beyond the “Ab-
solute Maximum Ratings” may cause permanent
damage. These are stress ratings only. Operation
beyond the Operating Conditions" is not recom-
mended and extended exposure beyond the “Oper-
ating Conditions' may affect device reliability.
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