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Features

m 8Kbit SRAM Cache Memory for 12ns Random Reads Within Four
Active Pages (Multibank Cache)

m Fast 4Mbit DRAM Array for 30ns Access to Any New Page

m Write Posting Register for 12ns Random Writes and Burst Writes
Within a Page ( Hit or Miss)

W 256-byte Wide DRAM to SRAM Bus for 14.2 Gigebytes/ Sec Cache
Fill

B On-chip Cache Hit/Miss Comparators Maintain Cache Coherency
on Writes

Description

The 4Mb Multibank EDO Enhanced DRAM ( EDRAM) combines
raw speed with innovetive architecture to offer the optimum cost-
performance solution for high performance local or system main
memory. In most high speed applications, no-wait-state performance
can be achieved without secondary SRAM cache and without
interleaving main memory banks at system clock speeds through
83MHz Two-way interleave will allow no-wait-state operation at clock
speeds greater than 132MHz without the need of secondary SRAM
cache. The EDRAM outperforms conventional SRAM cache plus
DRAM memory systems by minimizing processor wait states for all
possible bus events, not just cache hits. The combination of data and
address Iatching, 8K of fast on-chip SRAM cache, and simplified on-
chip cache control allows system level flexibility, performance, and
overall memory cost reduction not available with any other high
density memory component. The 8K bit cache is now arranged as
four 2048 x 1 direct mapped row registers. This improves the hit
rate over a smaller size cache or asingle bank, 8Kbit cache. The

DM2240 Multibank EDO EDRAM
4Mb x 1 Enhanced Dynamic RAM

Product Specification

m Hidden Precharge and Refresh Orcles

m Extended 64ms Refresh Period for Low Sandby Power

m 300 Mil Plagtic S0J and TOP-11 Package Options

m +5 and +3.3 VoIt Power Supply Voltage Options

m Multibank Extended Data Output (EDO) For Faster System
Operation

m Low Power, Slf Refresh Mode Option

W Industrial Temperature Range Option

EDO feature allows the column addresses and data to be pipelined to
allow for shorter memory cycle times and higher bandwidth.
Architectural similarity with JEDEC DRAMs allows a single memory
controller design to support either slow JEDEC DRAMs or high speed
EDRAMs. A system designed in this manner can provide a simple
upgrade path to higher system performance.

Architecture

The EDRAM architecture has a simple integrated SRAM cache
which allows it to operate much like an EDO DRAM.

The EDRAM’s SRAM cache is integrated into the DRAM array as
tightly coupled row registers. The 4Mb x 1 EDRAM has a total of four
independent DRAM memory banks each with its own 2048 x 1 SRAM
row register. Memory reads always occur from the cache row
register of one of these banks as specified by row address bits A2 and
A9 (bank select). When the internal comparator detects that the row
address matches the last row read from any of the four DRAM banks
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(page hit), the SRAM is accessed and data is available on the
output pins in 12ns from the column address input and 7ns from
/CAL going low. Subsequent reads within the page ( burst reads or
random reads) can continue at 12ns cycle time. When the row
address does not match the last row read from any of the four
DRAM banks ( page miss), the new DRAM row is accessed and
loaded into the appropriate SRAM row register and data is available
on the output pins all within 30ns from row enable. Subsequent
reads within the page (burst reads or random reads) can continue
& a12nscycle time.

Snce reads occur from the SRAM cache, the DRAM precharge
can occur during burst reads. This eliminates the precharge time
delay suffered by other DRAMs and SDRAMs when accessing a new
page. The EDRAM has an independent on-chip refresh counter and
dedicated refresh control pin to allow the DRAM array to be
refreshed concurrently with cache read operations ( hidden
refresh).

During EDO EDRAM read accesses, the first column address is
latched on the falling edge of /CAL. Then the next column address
is placed on the bus while the data from the previous column
address is output from the data latch after time tgy. On the next
rising edge of /CAL, the data can be latched by the system. On the

next falling edge of /CAL, the second column address is latched
while the data for the previous column address is removed from
the data bus. After time tqy the data for the second column
address will be output on the data bus. This pipelining feature of
EDO EDRAM allows for data transfers up to 83 MHz without the
need to interleave memory or add secondary cache.

Memory writes are posted to the input data latch and directed
to the DRAM array. During a write hit, the on-chip address
comparator activates a parallel write path to the SRAM cache to
maintain coherency. Random or page mode writes can be posted
5ns after column address and data are available. The EDRAM
allows 12ns page mode cycle time for both write hits and write
misses. Memory writes do not affect the contents of the cache row
register except during a cache hit. Snce the EDRAM array can be
written to at SRAM speeds, there is no need for complex write back
schemes.

By integrating the SRAM cache as row registers in the DRAM
array and keeping the on-chip control simple, the EDRAM is able
to provide superior performance over standard slow 4Mb DRAMS.
By eliminating the need for SRAMs and cache controllers, system
cost, board space, and power can all be reduced.
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Functional Description

The EDRAM is designed to provide optimum memory
performance with high speed microprocessors. As aresult, it is
possible to perform simultaneous operations to the DRAM and
SRAM cache sections of the EDRAM. This feature allows the EDRAM
to hide precharge and refresh operation during SRAM cache reads
and maximize SRAM cache hit rate by maintaining valid cache
contents during write operations even if data is written to another
memory page. These new functions, in conjunction with the faster
basic DRAM and cache speeds of the EDRAM, minimize processor
wait states.

EDRAM Basic Qperating Modes

The EDRAM operating modes are specified in the table below.

Hit and Miss Terminology

In this datasheet, “hit” and “miss’ always refer to a hit or miss
to any of the four pages of data contained in the SRAM cache row
registers. There are four cache row registers, one for each of the
four banks of DRAM. These registers are specified by the bank
select row address bits A, and Ag. The contents of these cache row
registers is always equal to the last row that was read from each of
th four internal DRAM banks (as modified by any write hit data).

DRAM Read Hit

ADRAM read request is initiated by clocking /RE with WR low
and /Fhigh. The EDRAM will compare the new row address to the
last row read address latch for the bank specified by row address
bits Ay, Ag (LRR: a 9-bit row address latch for each internal DRAM
bank which is reloaded on each /RE active read miss cycle). If the
row address matches the LRR, the requested data is already in the
RAM cache and no DRAM memory reference is initiated. The data
specified by the column address is available at the output pins at
the greater of times tracy, tac taqw aNd tags+ tqy: Snce no DRAM
activity is initiated, /RE can be brought high after time tgeq, and a
shorter precharge time, tgp, is allowed. It is possible to access
additional SRAM cache locations by providing new column
addresses to the multiplex address inputs. New data is available at
the output at time taga+ tqy after each column address change.

EDRAM Basic (perating Modes

DRAM Read Miss

ADRAM read request is initiated by clocking /RE with WR low
and /F high. The EDRAM will compare the new row address to the
LRR address latch for the bank specified by row address bits A, Ay
(LRR: a 9-bit row address latch for each internal DRAM bank
which is reloaded on each /RE active read miss cycle) . If the row
address does not match the LRR, the requested data is not in SRAM
cache and a new row must be fetched from the DRAM. The EDRAM
will load the new row data into the SRAM cache and update the
LRR latch. The data at the specified column address is available at
the output pins &t the greater of timestras tag taqy @Nd tast tav:
It is possible to bring /RE high after time tge since the new row data
is safely latched into SRAM cache. This allows the EDRAM to
precharge the DRAM array while data is accessed from SRAM
cache. It is possible to access additional SRAM cache locations by
providing new column addresses to the multiplex address inputs.
New data is available at the output at time tag+ tqy after each
column address change.

DRAM Write Hit

ADRAM write request is initiated by clocking /RE while W/R,
/WE, and /F are high. The EDRAM will compare the new row
address to the LRR address |atch for the bank specified by row
address bits A, Ay (LRR: a 9-bit row address latch for each internal
DRAM bank which is reloaded on each /RE active read miss cycle).
I the row address matches the LRR, the EDRAM will write data to
both the DRAM page in the appropriate bank and its corresponding
SRAM cache simultaneously to maintain coherency. The write
address and data are posted to the DRAM as soon as the column
address is latched by bringing /CAL low and the write data is
latched by bringing /WE low. The write address and data can be
latched very quickly after the fall of /RE (tray + tags for the column
address and tpg for the data) . During a write burst sequence, the
second write data can be posted at time trgy after /RE Subsequent
writes within a page can occur with write cycle time t, With /G
enabled and /WE disabled, it is possible to perform cache read
operations while the /RE is activated in write hit mode. This allows
read-modify-write, write-verify, or random read-write sequences
within the page with 12ns cycle times (the first read cannot
complete until after time tra) . At the end of a write sequence

Function /8 /RE | W/R /F | /CAL | /WE Ap.10 Comment

Read Hit L J L H H X Row = LRR | No DRAM Reference, Data in Cache

Read Miss L d L H H X Row =LRR | DRAM Row to Cache

Write Hit L J H H H H Row = LRR | Write to DRAM and Cache, Reads Enabled

Write Miss L J H H H H Row # LRR | Write to DRAM, Cache Not Updated, Reads Disabled
Internal Refresh X d X L X X X Cache Reads Enabled

Low Power Standby H H X X H H X 1mA Standby Current

Unallowed Mode H L X H X X X Unallowed Mode (Except -L Option)

(L)%‘ﬁoﬁ’fwef Self-Refresh | | | | H H| L H X Standby Current, Internal Refresh Clock (-L Option)

H= High; L= Low; X= Don’t Care; l= High-to-Low Transition; LRR= Last Row Read
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(after /CAL and /WE are brought high and tge is satisfied), /RE can
be brought high to precharge the memory. It is possible to perform
cache reads concurrently with precharge. During write sequences,
awrite operation is not performed unless both /CAL and /WE are
low. As a result, the /CAL input can be used as a byte write select in
multi-chip systems.

DRAM Write Miss

ADRAM write request is initiated by clocking /RE while WR
/WE, and /F are high. The EDRAM will compare the new row
address to the LRR address |atch for the bank specified for row
address bits Ay, Ay (LRR: a 9-bit row address latch for each internal
DRAM bank which is reloaded on each /RE active read miss cycle).
If the row address does not match any of the LRRs, the EDRAM will
write data to the DRAM page in the appropriate bank and the
contents of the current cache is not modified. The write address
and data are posted to the DRAM as soon as the column address is
latched by bringing /CAL low and the write data is latched by
bringing /WE low. The write address and data can be latched very
quickly after the fall of /RE (tray + tags for the column address and
tps for the data) . During a write burst sequence, the second write
data can be posted at time tggy after /RE. ubsequent writes within
apage can occur with write cycle time tpe. During a write miss
sequence, cache reads are inhibited and the output buffers are
disabled (independently of /G until time tygg after /RE goes high.
At the end of a write sequence ( after /CAL and /WE are brought
high and te is satisfied) , /RE can be brought high to precharge the
memory. It is possible to perform cache reads concurrently with
the precharge. During write sequences, a write operation is not
performed unless both /CAL and /WE are low. As a result, /CAL can
be used as a byte write select in multi-chip systems.

/RE Inactive Qperation

It is possible to read data from the SRAM cache without
clocking/RE. This option is desirable when the external control
logic is capable of fast hit/miss comparison. In this case, the
controller can avoid the time required to perform row/column
multiplexing on hit cycles. This capability also allows the EDRAM to
perform cache read operations during precharge and refresh
cycles to minimize wait states and reduce power. It is only
necessary to select /Sand /Gand provide the appropriate column
address to read data. The row address of the SRAM cache accessed
without clocking /RE will be specified by the LRR address latch
loaded during the last /RE active read cycle. To perform acache

read, /CAL is clocked to latch the column address. The cache data
isvalid at time tqy after the column address is setup to /CAL.

Internal Refresh

If /Fis active (low) on the assertion of /RE, an internal refresh
cycle is executed. This cycle refreshes the row address supplied by
an internal refresh counter. This counter is incremented at the end
of the cycle in preparation for the next /Frefresh cycle. At least
1,024 /F cycles must be executed every 64ms. /F refresh cycles can
be hidden because cache memory can be read under column
address control throughout the entire /F cycle.

Low Power Mode

The EDRAM enters its low power mode when /Sis high. In this
mode, the internal DRAM circuitry is powered down to reduce
standby current to TmA.

Low Power, Self-Refresh Mode Option

When the low power, self-refresh mode option is specified
when ordering the EDRAM, the EDRAM enters this mode when /RE
is clocked while /S W/R, /F, and /WE are high; and /CALislow. In
this mode, the power is turned off to all /O pins except /RE to
minimize chip power, and an on-board refresh clock is enabled to
perform self-refresh cycles using the on-board refresh counter. The
EDRAM remains in this low power mode until /RE is brought high
again to terminate the mode. The EDRAM /RE input must remain
high for tge, following exit from self-refresh mode to allow any on-
going internal refresh to terminate prior to the next memory
operation.

EDO Mode (peration

The EDO EDRAM provides an on-board data latch to latch
output data from the SRAM cache while a new cache address is
being specified. EDO mode pipelines the fetching of new data from
the cache with the transfer of the previous data to the bus. EDO
allows non-interleave data transfer at up to a 83MHz data rate. All
read operations require /CAL to be clocked to latch the input
address and enable the output data to propagate through the
output latch to the output pins.

+3.3 Volt Power Supply Qperation

If the + 3.3 volt power supply option is specified, the EDRAM
will operate from a+3.3 volt +0.3 volt power supply and all inputs
and outputs will have LVTTL/LVOMOS compatible signal levels. The
+3.3 volt EDRAM will not accept input levels which exceed the

Pin Names
Pin Names Function Pin Names Function
Ag-10 Address Inputs Vgg Ground
/RE Row Enable /WE Write Enable
D Data In /G Output Enable
Q Data Out /F Refresh Control
/CAL Column Address Latch /S Chip Select - Active/Standby Control
W/R Write/Read Control NC No Connection
Vee Power (+5V or +3.3V)
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power supply voltage. If mixed 1/0 levels are expected in your
system, please specify the +5 volt version of the EDRAM.

/CAL Before /RE Refresh (“/CAS Before /RAS”)
/CAL before /RE refresh, a special case of internal refresh, is
discussed in the “Reduced Pin Count Operation” section.

/RE Only Refresh Operation

Athough /F refresh using the internal refresh counter is the
recommended method of EDRAM refresh, it is possible to perform
an /RE only refresh using an externally supplied row address. /RE
refresh is performed by executing a write cycle(WRand /Fare
high) where /CAL is not clocked. This is necessary so that the
current cache contents and LRR are not modified by the refresh
operation. All combinations of addresses A, g must be sequenced
every 64ms refresh period. Ay does not need to be cycled. Read
refresh cycles are not allowed because a DRAM refresh cycle does
not occur when a read refresh address matches the LRR address
|atch.

Initialization Cycles

Aminimum of eight /RE active initialization cycles (read, write
or refresh) are required before normal operation is guaranteed.
Following these start-up cycles, two read cycles to different row
addresses must be performed for each of the four internal banks
of DRAM to initialize the internal cache logic. Row address bits A,
and A, define the four internal DRAM banks. /RE must be high for
at least 300ns prior to initialization.

Unallowed Mode

Read, write, or /RE only refresh operations must not be
initiated to unselected memory banks by clocking/RE when /Sis
high.

Reduced Pin Count Qperation

Although it is desirable to use all EDRAM control pinsto
optimize system performance, it is possible to simplify the interface
to the EDRAM by either tying pins to ground or by tying one or
more control inputs together. The /Sinput can be tied to ground if
the low power standby modes are not required. The /CAL and /F
pins can be tied together if hidden refresh operation is not
required. In this case, a CBR refresh (/CAL before /RE) can be
performed by holding the combined input low prior to /RE. ACBR
refresh does not require that a row address be supplied when /RE
isasserted. Thetimingisidentical to /F refresh cycle timing The
/WE input can be tied to /CAL if independent posting of column
addresses and data are not required during write operations. In
this case, both column address and write data will be latched by
the combined input during writes. WR and /Gican be tied together
if reads are not performed during write hit cycles. If these
techniques are used, the EDRAM will require only three control
lines for operation (/RE, /CAS[ combined /CAL, /F, and /WE], and
WR{[ combined WRand /G]) . The simplified control interface
gtill allows the fast page read/write cycle times, fast random
read/write times, and hidden precharge functions available with
the EDRAM.

Pin Descriptions

/RE — Row Enable
Thisinput is used to initiate DRAM read and write operations
and latch arow address as well as the states of WR and /F It is not

necessary to clock /RE to read data from the EDRAM SRAM row
registers. On read operations, /RE can be brought high as soon as
data is loaded into cache to allow early precharge.

/CAL — Column Address Latch

Thisinput is used to latch the column address and in
combingtion with /WE to trigger write operations. When /CAL is
high, the column address latch is transparent. When /CAL is low,
the column address Iatch is closed and the output of the latch
contains the address present while /CAL was high. It also controls
the operation of the output data latch. Data is latched while /CAL is
high, and the latch is transparent when /CAL is low.

W/R— Write/Read

Thisinput along with /F specifies the type of DRAM operation
initiated on the low going edge of /RE When /Fis high, WR
specifies either a write (logic high) or read operation (logic low).
/F — Refresh

Thisinput will initiate a DRAM refresh operation using the
internal refresh counter as an address source when it is low on the
low going edge of /RE.
/WE — Write Enable

Thisinput controls the latching of write data on the input data
pins. Awrite operation is initiated when both /CAL and /WE are
low.

/G— Qutput Enable
Thisinput controls the gating of read data to the output data
pins during read operations.

/S — Chip Select

Thisinput is used to power up the 1/0 and clock circuitry
When /Sis high, the EDRAM remains in its low power mode. /S
must remain active throughout any read or write operation. With
the exception of /F refresh cycles, /RE should never be clocked
when /Sis inactive.

D — Data Input
Thisinput pin is used to write data to the EDRAM.

Q— Data Qutput
This output pin is used to read data from the EDRAM.

Ag.10— Multiplex Address

These inputs are used to specify the row and column
addresses of the EDRAM data. The 11-bit row address is latched on
the falling edge of /RE. The 11-bit column address can be specified
at any other time to select read data from the SRAM cache or to
specify the write column address during write cycles.

Voo Power Supply

These inputs are connected to the +5 or +3.3 volt power
supply:
Vss Ground

These inputs are connected to the power supply ground
connection.
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AC Test Load and Waveforms

Vi Timing Reference Point at Vj and V4

L0aa Urcull 4 5.0 (+3.3 Volt Option) Input wvaverorms
Ry=828Q  (5.0volt) i NG
output O Ry =1178Q (3.3 Volt Option)
Rp = 295Q (5.0 volt) J‘ Cp = 50pf GND i i
Ro =868Q (3.3 Volt Option) T —>| <5ns [=— —>| <5ns [€—
Absolute Maximum Ratings Capacitance
(Beyond Which Permanent Damage Could Result)
3.3V Option Description Max Pins
Description Rating Ratings -
Input Voltage (V|y) -5-~46v -1~7v Input Capacitance op Ao-9:D
Output Voltage (Vour) 546y -7y Input Capacitance 6pf Ay, /CAL, /RE, W/R, /WE, /F, /S
Power Supply Voltage (V) -5-~46v -1~7v Input Capacitance 2pt /G
Ambient Operating Temperature (T,) | -40 ~85°C | -40 ~ 85°C Output Capacitance |  5pt Q
Storage Temperature (Tg) -55 ~ 150°C | -55 ~ 150°C
(per MIL.STD 883 Metnod 2015) | Olass1 | Class
Short Circuit O/P Current (loyr) 20mA 50mA
Electrical Characteristics Ty = 0o 70°C(GCommercial) , -40 to 85°C(Industrial)
Symbol Parameters 5.3V Cption Min Max Test Conditions
Min Max
Veo Supply Voltage 3.0v 3.6V 475V 5.25V All Voltages Referenced to Vgg
ViH Input High Voltage 2.0V Veot0.3V | 24V Vee+0.5V
ViL Input Low Voltage Vss-0.3V | 08V |Vss-05V | 0.8V
Vou Output High Level 2.4y — 2.4V — loyT =- 5mA (-2ma For 3.3 Volt Option)
VoL Output Low Level — 0.4y — 0.4y loyt =4.2mA (2ma For 3.3 Volt Option)
Ii(L) Input Leakage Current -5pA 5pA -10pA 10pA OV < V)< Vee + 0.5 Volts
logy Cutput Leakage Current -5pA 5pA -10pA 10pA 0< Vo< Vee
Symbol Qperating Current  (33MHz Typ (1) | -12 Max | -15 Max Test Condition Notes
lccy Random Read 110mA 225mA 180mA | /RE, /CAL, and Addresses Cycling: to = tg Minimum 2,3,5
lcco Fast Page Mode Read 65mA 145mA 115mA | /CAL and Addresses Cycling: tpg = tpg Minimum 2,4,5
lees Static Column Read 55mA 110mA 90mA | Addresses Cycling: tgg = tgg Minimum 2,4,5
lecs Random Write 136mA 190mA | 150mA | /RE, /CAL, /WE, and Addresses Cycling: t =t Minimum 2,3
lecs Fast Page Mode Write 50mA 136mA | 105mA | /CAL, /WE, and Addresses Cycling: tpg = tpg Minimum 2,4
locs Standby imA 1mA imA All Control Inputs Stable > Vg - 0.2V, Output Driven
loer Self-Refresh /8, IF, W/R, /WE, and Aq.qp @t =2V - 0.2V
Option (-L) 200 pA 200 pA | 200 A | /RE and /CAL at < Vgg + 0.2V, I/O Open
loct Average Typical 30mA — — See “Estimating EDRAM Operating Power” Application Note | 1
Operating Current

(1) “33MHz Typ” refers to worst case |
or guaranteed. (2) |5

qcexpected in a system operating with a 33MHz memory bus. See power applications note for further details. This parameter is not 100% tested
is dependent on cycle rates and is measured with OMOS|levels and the outputs open. (3) |y;is measured with a maximum of one address change while

/RE=V{|. (4) |gismeasured with a maximum of one address change while/CAL = V. (5) /Gis high.
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Switching Characteristics
Vo= 5V £ 5% (+5 Volt Option), V= 3.3Vt 0.3V (+3.3 Volt Option), G = 50pf, Ty = 0 to 70°C(Commercial), -40 to 85°C(Industrial)

-12 -15
Symbol Description win T win T Units
tAcm Column Address Access Time 12 15 ns
tacH Column Address Valid to /CAL Inactive (Write Cycle) 12 15 ns
tac Column Address Valid to /CAL Inactive 12 15 ns
taqx Column Address Change to Output Data Invalid 5 5 ns
tasc Column Address Setup Time 5 5 ns
tasr Row Address Setup Time 5 6 ns
tc Row Enable Cycle Time 55 65 ns
te Row Enable Cycle Time, Cache Hit (Row=LRR), Read Cycle Only 20 25 ns
tcaE Column Address Latch Active Time 5 6 ns
tcaH Column Address Hold Time 0 0 ns
teH Column Address Latch High Time (Latch Transparent) 5 5 ns
tcHR /CAL Inactive Lead Time to /RE Inactive (Write Cycles Only) -2 -2 ns
teHw Column Address Latch High to Write Enable Low (Multiple Writes) 0 0 ns
toLy Column Address Latch Low to Data Valid 7 7 ns
teqH Column Address Latch Low to Data Invalid 3 3 ns
teqv Column Address Latch High to Data Valid 15 17 ns
tcrp Column Address Latch Setup Time to Row Enable 5 5 ns
towL /WE Low to /CAL Inactive 5 5 ns
tbH Data Input Hold Time 0 0 ns
Ips Data Input Setup Time 5 5 ns
tGQV(1) Cutput Enable Access Time 5 5 ns
tGQx(Z'S) Cutput Enable to Output Drive Time 0 5 0 5 ns
tGQz(4’5) Output Turn-Off Delay From Qutput Disabled (/GT) 0 5 0 5 ns
tMH /Fand W/R Mode Select Hold Time 0 0 ns
tmsu /Fand W/R Mode Select Setup Time 5 5 ns
INRH /CAL, /G, and /WE Hold Time For /RE-Only Refresh 0 0 ns
tNRs /CAL, /G, and /WE Setup Time For /RE-Only Refresh ns
tpc Column Address Latch Cycle Time 12 15 ns
tRAcm Row Enable Access Time, On a Cache Miss 30 35 ns
traci ) Row Enable Access Time, On a Cache Hit (Limit Becomes tpc) 15 17 ns
tRAc;g(1 8) Row Enable Access Time for a Cache Write Hit 30 35 ns
tRAH Row Address Hold Time 1 1.5 ns
'RE Row Enable Active Time 30 100000 [ 35 |100000 ns




Switching Characteristics (continued)
Vo= 5V 5% (+5 Volt Option), Vo= 3.3V £ 0.3V (+3.3 Volt Option), G = 50pf, Ty = 0 to 70°C(Commercial), -40 to 85°C(Industrial)

-12 -15
Symbol Description in T in T Units
tRE4 Row Enable Active Time, Cache Hit (Row=LRR) Read Cycle 8 10 ns
tREF Refresh Period 64 64 ms
trRax Cutput Enable Don't Care From Row Enable (Write, Cache Miss), O/P Hi Z 9 10 ns
trax1®® | Row Enable High to Output Turn-On After Write Miss 0 12 0 15 ns
trp Row Precharge Time 20 25 ns
trRp1 Row Precharge Time, Cache Hit (Row=LRR) Read Cycle 8 10 ns
trpa Row Precharge Time, Self-Refresh Mode 100 100 ns
tRRH Read Hold Time From Row Enable (Write Only) 0 0 ns
tRsH Last Write Address Latch to End of Write 12 15 ns
tRsw Row Enable to Column Address Latch Low For Second Write 35 40 ns
trwL Last Write Enable to End of Write 12 15 ns
tsc Column Address Cycle Time 12 15 ns
tsHR Select Hold From Row Enable 0 0 ns
tsqu'" Chip Select Access Time 12 15 ns
tSQX(2*3) Cutput Turn-On From Select Low 0 12 0 15 ns
tsqr*® Qutput Turn-Off From Chip Select 0 8 0 10 ns
tasr Select Setup Time to Row Enable 5 5 ns
tr Transition Time (Rise and Fall) 1 10 1 10 ns
twe Write Enable Cycle Time 12 15 ns
tweH Column Address Latch Low to Write Enable Inactive Time 5 5 ns
twHR Write Enable Hold After /RE 0 0 ns
twi Write Enable Inactive Time 5 5 ns
twp Write Enable Active Time 5 5 ns
twav'" Data Valid From Write Enable High 12 15 ns
twax®® | Data Output Turn-On From Write Enable High 0 12 0 15 ns
twqz®>* | Data Turn-Off From Write Enable Low 0 12 0 15 ns
twrp Write Enable Setup Time to Row Enable 5 5 ns
twRrR Write to Read Recovery (Following Write Miss) 16 18 ns

(1) Vot Timing Reference Point & 1.5V

(2) Parameter Defines Time When Quiput is Enabled (Sourcing or 8nking Current) and is Not Referenced to Vi or Vi

(3) Minimum Specification is Referenced from Vj, and Maximum Specification is Referenced from V| on Input Control Sgnal

(4) Parameter Defines Time When Output Achieves Open-Gir cuit Condition and is Not Referenced to Vi, or Vi

(5) Minimum Specification is Referenced from Vj and Maximum Specification is Referenced from Vj, on Input Control Sgnal
(6) Acoess Parameter Applies When /CAL Has Not Been Asserted Prior 10 thy




/RE Inactive Cache Read Hit

/RE \

IF X

WIR X
|< tag >
tean —>| <
Ao-10 Column 1 Column 2 X__Row
< lasc ™ < — tasc >
—> o |e——ty, —>
JCAL < toae > j
| e trc >
t
| | |<— cav —>|
JWE X
| tay —>| |<—
< AC >
-ty —> toan —>| -

Q Open { X Data 1 @ Data2 b——

taax —> ‘<— togzy —>| |
e <ty —>

<ty tsqz ™ <
/S

Don’t Care or Indeterminate [

Notes: 1. Data accessed during/RE inactive read is from the row address specified during the last /RE active read cycle.
2. Latched data becomes invalid when /Sis inactive.




/RE Active Cache Read Hit

< toy >
IRE e \
—>| et
MSU
_)|| < tyn
IF X
|
- < tusy
| < tun
W/R X
|
—> |<— tash < tyg >
—>| <— tpay toan —>| <
Ao-10 X Row K. X Column 1 Column 2 X__Row
< lasc ’| < tasc >
_’| < logp toan < -ty >
/l <l > S
/CAL - t _
< PC >
| | | I |le—leav — 5|
IWE X
| l<— toy = toy = |(_
< < AC >|
< tRact > togn =1 | <=
Q Open A Data 1 d Data2 p—
= tac >
teox —>1 < teaz |—> <
G < toy >
tsHR _)| |<_
< tssr

tSQZ A/i

Note: 1. Latched data becomes invalid when /Sis inactive.

Don’t Care or Indeterminate [ ]




/RE Active Cache Read Miss

< t te — >
< AE >
RE SRR
—> <— tysy
_)|| < tuy
F ./ X
|
> < tysy
_)I < tyy
W/R X
|
—> |<—t
ASR
—>| < to, < taci > _>| < tg,,
Ag-10 ) Row X X Column 1 Column 2 X Row
|
<— thgo —>| < tue I—)
’ | < ltepp > o [e—— toy ——>
/CAL /1 < loae ’l/ A
- t >
| | P le— tegy ——>
/WE X
e toy —>| tey —>| |<_
[ L
< t < tac >|
< RAC > toan —>| -
Q Open X Data 1 @ Data2 »——
= tac >
tGQZ —> |<—
/G
taox > < ‘<— Lshm —)|
-<— t
SSR < oy —> teaz

Note: 1. Latched data becomes invalid when /Sis inactive.

Don’t Care or Indeterminate []




Burst Write (Hit or Miss) Followed By /RE Inactive Cache Reads

< tae >
/RE
> <— tysy < thp >
> < tyy > < toum
F. A
|
—> € lygy | tyy
il s e
W/R \
1
—> | tasn |
et LT ) > tean [T t
| -«< RSW ’l | —>» «— laAsC
Ao10 )< Row O Column 1 Column 2 >< Columnn
-~ t,.. — < 1, —>|
> e ACH ACH < ton

(—tCAE —)}/

Q Open 1| X Cache (Column n)
toax —>| <
> < teay
/G
<— ltggp

NOTES 1. /Gbecomesadon’t care after tgey during awrite miss.

Don’t Care or Indeterminate [




Read/Write During Write Hit Cycle (Can Include Read-Modify-Write)

< tc >
< tre >
IRE <« tpp ———> N\
> < tysy
»‘I <t < loggg —>
IF X
—> |<_ tusy
[ tww
W/R N X
|
—>| |<— tpsp <—tAC'—>
<> |
> < thay |tCAH <ty
Ao-10 X Row O Column 1 Column 2 X Column 3 T<
<ty > | |
tasc po = thsH >
topp —> «— —>»{l€«— —>{'ASC |[«— |
€— > «—— t ,_ —>
/CAL tone )/ CAE (NS o —>
| t < tyey — 1| [T lowe
<& —> <— leqy
7 S | PR > <t
/WE wp
I twi [ R
< thac —> -« towL >
ty |[<— | — | < lway ‘
toax = |/<— tey |
D X Read Data Read Data
—>{ tpy [<—
> 1ps | < > tywax ‘l
Write Data
T\—
—>| |ty
< lgoz > <—lgav

Don’t Care or Indeterminate []




/F Refresh Cycle

<— thr —>
/RE R r\

—> <— tysu <€ thap >|

—>| J/‘_ tyH
/F
I I

Don’t Care or Indeterminate []

NOTES 1. During/Freiresh cycles, the status of WR, /WE, Ay, /CAL, /S and /Gis adon’t care.
2. /REinactive cache reads may be performed in parallel with /Frefresh cycles.

/RE-Only Refresh
| te >
/RE = tre ~ N
< tp, ———>
—> <— thsn
_’|| < than
Ag-10 Row X X
- < Ihms —> }‘7 tNRH
/CAL, /WE, /G \T\ X
- < tysy
— |<— tyi
WIR, IF ( }\ X
- L— tssh —> J/‘_ LshA
/S |

Don’t Care or Indeterminate []

NOTES 1. All binary combinations of Ay o must be refreshed every 64msinterval. Ay does not have to be cycled, but must remain valid
during row address setup and hold times.

2. /RErefresh iswrite cycle with no /CAL active cycle.




Low Power Self-Refresh Mode

/RE N\
‘ <~ tpp, ———>

Ao-10 | X
S S
—)| /L(—tMH
JCAL | . X
|
—> ~< tusu t
[<—"'mH
/F, W/R,
IWE, /$ N X

Don’t Care or Indeterminate [

NOTES 1. EDRAM self refreshes as long as/RE remains low. (Low Power Self Refresh part only) .
2. When usingthe Low Power Self Refresh mode the following operations must be performed:

If row addresses are being refreshed in an evenly distributed manner over the refresh interval using/F refresh cycles, then at least
one/Frefresh cycle must be performed immediately after exit from the Low Power Self Refresh Mode. If row addresses are being
refreshed in any other manner (/Fburst or /RE distributed or burst), then all rows must be refreshed immediately before entry to
and immediately after exit from the Low Power SdIf Refresh.

Part Numbering System

DM2240J 2 - 121

\— Temperature Range

Blank = 0 to 70°C (Commercial)
| =-40 to 85°C (Industrial)
L =01to 70°C, Low Power Self-Refresh

Access Time from Cache in Nanoseconds
12ns
15ns

Configuration
2 = +5 Volts, EDO
3 =+3.3 Volts, EDO

Packaging System
J =300 Mil, Plastic SOJ
T =300 Mil, Plastic TSOP-II

[/OWidth
i.e., Power to Which 2 is Raised for 1/0 Width (x1)

Capacity in Bits
i.e., Power to Which 2 is Raised for Total Capacity (4Mbit)

Dynamic Memory

2-15




Mechanical Data
28 Pin 300 Mil Plastic SQJ Package

Inches (mm) Optional
Pin 1
Indicator

N NN0n0nnnanananaonEe§R[7Z

0.295 (7.493
0.305 (7.747)

0,330 (8.382
0.340 (8.636)

LILILILILILILILILILILILILILI—L

0.094 (2.39)
0.102 (2.59)
0.720 (18.288) { [ ) 4
| 0.730 (18.542) =5
0088 220 | _ [ \ T 0.0091 (.28
0.128 (3.251
8 T [ T Do 54
0.014 (.36) ->||<— 0.050 (1.27) -|*>| T \—gfaarfgng
0.019 (.48) 0.035 (0.89)
0.045 (1.14)

Mechanical Data
44 Pin 300 Mil Plastic TSOP-Il Package

Inches (mm)

|<— 0.741 (18.81) MAX, ——————>

0.040 (1.02) TYP. 1
T
—

79 TYP,
0.044 (1.13) MAX. \ 0.308 (7.82) 0.089 (1.00)
¢ Wi ¢ |( 0202 (742) | ’(;0'023 (0.60)
] - L A 0.024 (0.60)
T 1 H T T ‘(_ 0.371(9.42) > ’«0016 (0.40)
o |

> <

0.016 (0.40)
0.004 (0.10) (W(OZO) 0.039 (1.00) TYP. 0.355 (9.02)
0.000 (0.00) ' ' 0010 (0.24)
0.010 (0.24
0.004 (0.09)

Theinformation contained herein is subject to change without notice. Enhanced Memory Systems Inc. assumes no responsibility for the use of any circuitry other than circuitry embodied in
an Enhanced product, nor does it convey or imply any license under patent or other rights.
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