@DRAM

Advance Information

800/1066 MHz RDRAM.

256/288 Mb (512Kx16/18x32s)

Overview

The RDRAM® device is a general purpose high-
performance memory device suitable for use in a broad
range of applications including computer memory,
graphics, video, and any other application where high
bandwidth and low latency are required.

The 256/288 Mb RDRAM devices are extremely high-
speed CMOS DRAMs organized as 16M words by 16
or 18 bits. The use of Rambus Signaling Level (RSL)
technology permits 600MHz to 1066 MHz transfer
rates while using conventional system and board
design technologies. RDRAM devices are capable of
sustained data transfers up to 0.9375 ns per two bytes
(7.5 ns per sixteen bytes).

The architecture of the RDRAM devices allows the
highest sustained bandwidth for multiple, simulta-
neous randomly addressed memory transactions. The
separate control and data buses with independent row
and column control yield over 95% bus efficiency. The
RDRAM device’s 32 banks support up to four simulta-
neous transactions.

System-oriented features for mobile, graphics and
large memory systems include power management,
byte masking, and x18 organization. The two data bits
in the x18 organization are general and can be used for
additional storage and bandwidth or for error correc-
tion.

Features

= Highest sustained bandwidth per DRAM device

- Up to 2.1 GB/s sustained data transfer rate

- Separate control and data buses for maximized
efficiency

- Separate row and column control buses for
easy scheduling and highest performance

- 32 banks: four transactions can take place simul-
taneously at full bandwidth data rates

= Low latency features
- Write buffer to reduce read latency
- 3 precharge mechanisms for controller flexibility
- Interleaved transactions

= Advanced power management:
- Multiple low power states allows flexibility in
power consumption versus time to transition to
active state
- Power-down self-refresh

« Organization: 2 KB pages and 32 banks, x 16/18
- x18 organization allows ECC configurations or
increased storage/bandwidth
- x16 organization for low cost applications

= Uses RSL for up to 1066 MHz operation

Figure 1: 1066 MHz RDRAM® CSP Package
The 256/288 Mb RDRAM devices are offered in a CSP

horizontal package suitable for desktop as well as low-
profile add-in card and mobile applications.

Key Timing Parameters/Part Numbers

Organization? I/OMI::':q. Timing Bin N:rz:er
512Kx16x32s 600 53 256Ms-53-600
512Kx16x32s 800 45 256Ms-45-800
512Kx16x32s 800 40 256Ms-40-800
512Kx16x32s 1066 35 256Ms-35-1066
512Kx16x32s 1066 32 256Ms-32-1066
512Kx16x32s 1066 32P 256Ms-32P-1066
512Kx16x32s 1066 30 256Ms-30-1066
512Kx18x32s 600 53 288Ms-53-600
512Kx18x32s 800 45 288Ms-45-800
512Kx18x32s 800 40 288Ms-40-800
512Kx18x32s 1066 35 288Ms-35-1066
512Kx18x32s 1066 32 288Ms-32-1066
512Kx18x32s 1066 32P 288Ms-32P-1066
512Kx18x32s 1066 30 288Ms-30-1066

a. The bank designations are described in "Row and Column
Cycle Description" on page 17.

32s - 32 banks that use a “split” bank architecture.

16d - 16 banks that use a “doubled” bank architecture.

4i -4 banks that use an “independent” bank architecture.

Related Documentation

Datasheets for the RDRAM memory system components are
available on the Rambus website at www.rdram.com. Please
obtain the "Documentation Change History"for this
datasheet. The DCH is an integral part of the data sheet and
contains the most recent information about changes made to
the published version. Check the RDRAM website regularly
for the latest DCH and datasheet updates.
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. D R A M 800/1066 MHz RDRAM 256/288 Mb (512Kx16/18x32s)

Pinouts and Definitions This table shows the pin assignments of the center-
) o bonded RDRAM package. The mechanical dimensions
Center-Bonded Devices - Preliminary of this package are shown in a later section. "Center-

Bonded uBGA Package (16x6)" on page 63.
Table 1: Center Bonded Device (top view)

10 VDD | GND VDD | GND | VDD VvDD | VDD | VDD GND | VDD

8 GND | VDD | CMD | VDD | GND | GNDa | GNDa | VDD | VDD | GND | GND | VDD | VDD | GND | GND |VCMOS| VDD | GND

7 VDD | DQA8 | DQA7 | DQA5 | DQA3 | DQA1 | CTM | CTM |ROW2|ROWO0| COL3 | COL1 | DQB1 | DQB3 | DQB5 | DQB7 | DQB8 | VDD

4 GND | GND | DQA6 | DQA4 | DQA2 | DQAO | CFM | CTFM |ROW1 | COL4 | COL2 | COLO | DQBO | DQB2 | DQB4 | DQB6 | GND | GND

3 VDD | GND | SCK |VCMOS| GND | VDD | GND | VDDa | VREF | GND | VDD | GND | GND | VDD | SIOO | SIO1 | GND | VDD

1 VDD | GND GND | VDD | GND GND | GND | GND GND | VDD

A B Cc D E F G H J K L M N P R S T U

Note the following:

= This is the “Top View” (balls facing down, back-
side of chip facing up).

= Pin #1 designation is at location Al.

» Columns “A” and “U”, and Rows “1” and “10”
can be deleted when die size shrink to the point
that those balls will not fall within the die bound-
aries.

= For x16 devices either DQA8 & DQB8 must be
defined as no connects or columns “B” and “T”
must be deleted completely.
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800/1066 MHz RDRAM 256/288 Mb (512Kx16/18x32s)

@®DRAM

Table 2: Pin Description

. # Pins | #Pins o

Signal /10 | Type edge center Description

S101,S100 /0 | CMOS? | 2 2 Serial input/output. Pins for reading from and writing to the control
registers using a serial access protocol. Also used for power man-
agement.

CMD | CMOSs? | 1 1 Command input. Pins used in conjunction with SIO0 and SIO1 for
reading from and writing to the control registers. Also used for
power management.

SCK | CMOSs? | 1 1 Serial clock input. Clock source used for reading from and writing to
the control registers

Vb 14 6 Supply voltage for the RDRAM core and interface logic.

VbDa 2 1 Supply voltage for the RDRAM analog circuitry.

Vemos 2 2 Supply voltage for CMOS input/output pins.

GND 19 9 Ground reference for RDRAM core and interface.

GNDa 2 1 Ground reference for RDRAM analog circuitry.

DQAS8..DQAO /0 | RSLP 9 9 Data byte A. Nine pins which carry a byte of read or write data
between the Channel and the RDRAM device. DQAS is not used by
RDRAM devices with a x16 organization.

CFM | RSLP 1 1 Clock from master. Interface clock used for receiving RSL signals
from the Channel. Positive polarity.

CFMN | RSLP 1 1 Clock from master. Interface clock used for receiving RSL signals
from the Channel. Negative polarity

VREF 1 1 Logic threshold reference voltage for RSL signals

CTMN | RSLP 1 1 Clock to master. Interface clock used for transmitting RSL signals
to the Channel. Negative polarity.

CT™M | RSLP 1 1 Clock to master. Interface clock used for transmitting RSL signals
to the Channel. Positive polarity.

RQ7..RQ5 or | RSLP 3 3 Row access control. Three pins containing control and address

ROW2..ROWO0 information for row accesses.

RQ4..RQO or | RSLP 5 5 Column access control. Five pins containing control and address

COL4..COLO information for column accesses.

DQB8..DQBO /0 | RSLP 9 9 Data byte B. Nine pins which carry a byte of read or write data
between the Channel and the RDRAM device. DQBS8 is not used by
RDRAM devices with a x16 organization.

Total pin count per package 74 54

a. All CMOS signals are high-true; a high voltage is a logic one and a low voltage is logic zero.
b. All RSL signals are low-true; a low voltage is a logic one and a high voltage is logic zero.
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. D R A M 800/1066 MHz RDRAM 256/288 Mb (512Kx16/18x32s)
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Figure 2: 256/288 Mb ((512Kx16/18x32s)) RDRAM Device Block Diagram
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800/1066 MHz RDRAM 256/288 Mb (512Kx16/18x32s)

@DRAM

General Description

Figure 2 is a block diagram of the 256/288 Mb RDRAM
device. It consists of two major blocks: a core block
built from banks and sense amps similar to those
found in other types of DRAM, and a Direct Rambus
interface block which permits an external controller to
access this core at up to 2.1GB/s.

Control Registers: The CMD, SCK, SIO0, and SIO1
pins appear in the upper center of Figure 2. They are
used to write and read a block of control registers.
These registers supply the RDRAM device configura-
tion information to a controller and they select the
operating modes of the device. The REFR value is used
for tracking the last refreshed row. Most importantly,
the five bit DEVID specifies the device address of the
RDRAM device on the Channel.

Clocking: The CTM and CTMN pins (Clock-To-
Master) generate TCLK (Transmit Clock), the internal
clock used to transmit read data. The CFM and CFMN
pins (Clock-From-Master) generate RCLK (Receive
Clock), the internal clock signal used to receive write
data and to receive the ROW and COL pins.

DQA,DQB Pins: These 18 pins carry read (Q) and
write (D) data across the Channel. They are multi-
plexed/de-multiplexed from/to two 72-bit data paths
(running at one-eighth the data frequency) inside the
RDRAM device.

Banks: The 32Mbyte core of the RDRAM device is
divided into 32 1.0Mbyte banks, each organized as 512
rows, with each row containing 128 dualocts, and each
dualoct containing 16 bytes. A dualoct is the smallest
unit of data that can be addressed.

Sense Amps: The RDRAM device contains 34 sense
amps. Each sense amp consists of 1kbyte of fast storage
(512 bytes for DQA and 512 bytes for DQB) and can
hold one-half of one row of one bank of the RDRAM
device. The sense amp may hold any of the 1024 half-
rows of an associated bank. However, each sense amp
is shared between two adjacent banks of the RDRAM
device (except for sense amps 0, 15, 16, and 31). This
introduces the restriction that adjacent banks may not
be simultaneously accessed.

RQ Pins: These pins carry control and address infor-
mation. They are broken into two groups. RQ7..RQ5
are also called ROW2..ROWO, and are used primarily
for controlling row accesses. RQ4..RQO are also called
COLA4..COLO, and are used primarily for controlling
column accesses.

ROW Pins: The principle use of these three pins is to
manage the transfer of data between the banks and the
sense amps of the RDRAM device. These pins are de-
multiplexed into a 24-bit ROWA (row-activate) or
ROWR (row-operation) packet.

COL Pins: The principle use of these five pins is to
manage the transfer of data between the DQA/DQB
pins and the sense amps of the RDRAM device. These
pins are de-multiplexed into a 23-bit COLC (column-
operation) packet and either a 17-bit COLM (mask)
packet or a 17-bit COLX (extended-operation) packet.

ACT Command: An ACT (activate) command from
an ROWA packet causes one of the 512 rows of the

selected bank to be loaded to its associated sense amps
(two 512 bytes sense amps for DQA and two for DQB).

PRER Command: A PRER (precharge) command
from an ROWR packet causes the selected bank to
release its two associated sense amps, permitting a
different row in that bank to be activated, or permitting
adjacent banks to be activated.

RD Command: The RD (read) command causes one
of the 128 dualocts of one of the sense amps to be trans-
mitted on the DQA/DQB pins of the Channel.

WR Command: The WR (write) command causes a
dualoct received from the DQA/DQB data pins of the
Channel to be loaded into the write buffer. There is also
space in the write buffer for the BC bank address and C
column address information. The data in the write
buffer is automatically retired (written with optional
bytemask) to one of the 128 dualocts of one of the sense
amps during a subsequent COP command. A retire can
take place during a RD, WR, or NOCOP to another
device, or during a WR or NOCOP to the same device.
The write buffer will not retire during a RD to the same
device. The write buffer reduces the delay needed for
the internal DQA/DQB data path turn-around.

PREC Precharge: The PREC, RDA and WRA
commands are similar to NOCOP, RD and WR, except
that a precharge operation is performed at the end of
the column operation. These commands provide a
second mechanism for performing precharge.

PREX Precharge: After a RD command, or after a
WR command with no byte masking (M=0), a COLX
packet may be used to specify an extended operation
(XOP). The most important XOP command is PREX.
This command provides a third mechanism for
performing precharge.
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800/1066 MHz RDRAM 256/288 Mb (512Kx16/18x32s)

Packet Format

Figure 3 shows the formats of the ROWA and ROWR
packets on the ROW pins. Table 3 describes the fields
which comprise these packets. DR4T and DR4F bits are
encoded to contain both the DR4 device address bit
and a framing bit which allows the ROWA or ROWR
packet to be recognized by the RDRAM device.

The AV (ROWA/ROWR packet selection) bit distin-
guishes between the two packet types. Both the ROWA
and ROWR packet provide a five bit device address
and a five bit bank address. An ROWA packet uses the
remaining bits to specify a nine bit row address, and
the ROWR packet uses the remaining bits for an eleven
bit opcode field. Note the use of the “RsvX” notation to
reserve bits for future address field extension.

Table 3: Field Description for ROWA Packet and ROWR Packet

Field Description

DRAT,DR4F Bits for framing (recognizing) a ROWA or ROWR packet. Also encodes highest device address bit.
DR3..DR0 Device address for ROWA or ROWR packet.

BR4..BRO Bank address for ROWA or ROWR packet. RsvB denotes bits ignored by the RDRAM device.

AV Selects between ROWA packet (AV=1) and ROWR packet (AV=0).

R8..R0 Row address for ROWA packet. RsvR denotes bits ignored by the RDRAM device.

ROP10..ROPO Opcode field for ROWR packet. Specifies precharge, refresh, and power management functions.

Figure 3 also shows the formats of the COLC, COLM,
and COLX packets on the COL pins. Table 4 describes
the fields which comprise these packets.

The COLC packet uses the S (Start) bit for framing. A
COLM or COLX packet is aligned with this COLC
packet, and is also framed by the S bit.

The 23 bit COLC packet has a five bit device address, a
five bit bank address, a seven bit column address, and
a four bit opcode. The COLC packet specifies a read or
write command, as well as some power management
commands.

The remaining 17 bits are interpreted as a COLM
(M=1) or COLX (M=0) packet. A COLM packet is used
for a COLC write command which needs bytemask
control. The COLM packet is associated with the
COLC packet from at least tgg earlier. A COLX packet
may be used to specify an independent precharge
command. It contains a five bit device address, a five
bit bank address, and a five bit opcode. The COLX
packet may also be used to specify some housekeeping
and power management commands. The COLX packet
is framed within a COLC packet but is not otherwise
associated with any other packet.

Table 4: Field Description for COLC Packet, COLM Packet, and COLX Packet

Field Description

S Bit for framing (recognizing) a COLC packet, and indirectly for framing COLM and COLX packets.
DC4..DCO Device address for COLC packet.

BC4..BCO Bank address for COLC packet. RsvB denotes bits reserved for future extension (controller drives 0’s).
C6..CO Column address for COLC packet. RsvC denotes bits ignored by the RDRAM device.

COP3..COPO Opcode field for COLC packet. Specifies read, write, precharge, and power management functions.

M Selects between COLM packet (M=1) and COLX packet (M=0).

MA7.MAQ Bytemask write control bits. 1=write, 0=no-write. MAOQ controls the earliest byte on DQAS..0.
MB7..MBO Bytemask write control bits. 1=write, 0=no-write. MBO controls the earliest byte on DQBS..0.
DX4..DX0 Device address for COLX packet.

BX4..BX0 Bank address for COLX packet. RsvB denotes bits reserved for future extension (controller drives 0’s).
XOP4..XOP0O Opcode field for COLX packet. Specifies precharge, I, control, and power management functions.
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800/1066 MHz RDRAM 256/288 Mb (512Kx16/18x32s)

Field Encoding Summary

Table 5 shows how the six device address bits are
decoded for the ROWA and ROWR packets. The DR4T
and DR4F encoding merges a fifth device bit with a
framing bit. When neither bit is asserted, the device is

not selected. Note that a broadcast operation is indi-
cated when both bits are set. Broadcast operation
would typically be used for refresh and power
management commands. If the device is selected, the
DM (DeviceMatch) signal is asserted and an ACT or
ROP command is performed.

Table 5: Device Field Encodings for ROWA Packet and ROWR Packet

DRAT DR4F Device Selection Device Match signal (DM)

1 1 All devices (broadcast) DMissettol

0 1 One device selected DM is set to 1 if {DEVID4..DEVIDO0} == {0,DR3..DR0} else DM is set to 0
1 0 One device selected DM issetto 1 if {DEVID4..DEVIDO} == {1,DR3..DR0} else DM is setto 0
0 0 No packet present DM issetto 0

Table 6 shows the encodings of the remaining fields of
the ROWA and ROWR packets. An ROWA packet is
specified by asserting the AV bit. This causes the speci-
fied row of the specified bank of this device to be
loaded into the associated sense amps.

An ROWR packet is specified when AV is not asserted.
An 11 bit opcode field encodes a command for one of
the banks of this device. The PRER command causes a
bank and its two associated sense amps to precharge,
so another row or an adjacent bank may be activated.
The REFA (refresh-activate) command is similar to the
ACT command, except the row address comes from an

internal register REFR, and REFR is incremented at the
largest bank address. The REFP (refresh-precharge)
command is identical to a PRER command.

The NAPR, NAPRC, PDNR, ATTN, and RLXR
commands are used for managing the power dissipa-
tion of the RDRAM device and are described in more
detail in “Power State Management” on page 38. The
TCEN and TCAL commands are used to adjust the
output driver slew rate and they are described in more
detail in “Current and Temperature Control” on

page 44.

Table 6: ROWA Packet and ROWR Packet Field Encodings

DM2 | AV ROP10..ROPO Field Name Command Description
10(9 |8 |7 [6 |5 (4 |3 |20
0 - R R N R T N R - No operation.
1 1 |Row address ACT Activate row R8..R0 of bank BR4..BRO of device and move device to ATTNP.
1 0 (1 |1 [0 |0 [0 [x®|x |x |000 |PRER Precharge bank BR4..BRO of this device.
1 0 (0 [0 |O (1 |1 [0 |O [x [0O00 |REFA Refresh (activate) row REFR8..REFR0 of bank BR4..BRO of device.
Increment REFR if BR4..BRO = 1..1 (see Figure 51).
1 0 (1 (0 |1 (0O |1 (0 |O |x |[000 |REFP Precharge bank BR4..BRO of this device after REFA (see Figure 51).
1 0 (x [x |0 [0 |0 [0 |1 |x [000 |[PDNR | Move this device into the powerdown (PDN) power state (see Figure 48).
1 0 (x [x |0 [0 |0 |1 |0 |x |[000 [NAPR |Move thisdevice into the nap (NAP) power state (see Figure 48).
1 0 |x [x [0 [0 [0 |1 |1 |x |000 |NAPRC |Move this device into the nap (NAP) power state conditionally
1 0 x |x [x [x [x [x [x [o [ooo [ATTNP [Move this device into the attention (ATTN) power state (see Figure 46).
1 0 |[x [x |x [x |x [x |x [1 [000 |RLXR Move this device into the standby (STBY) power state (see Figure 47).
1 0 |0 [0 (O (O (0O (0O |O |x |001 [TCAL Temperature calibrate this device (see Figure 54).
1 0 0 |0 |0 |0 |0 |0 |O |x [010 [TCEN Temperature calibrate/enable this device (see Figure 54).
1 0 0 [0 |O (0O |O (0 |O |O (000 | NOROP |No operation.

a. The DM (Device Match signal) value is determined by the DR4T,DR4F, DR3..DRO field of the ROWA and ROWR packets. See Table 5.
b. The ATTN command does not cause a RLX-to-ATTN transition for a broadcast operation (DR4T/DR4F=1/1).
¢. An “x” entry indicates which commands may be combined. For instance, the three commands PRER/NAPRC/RLXR may be specified in one ROP value (011000111000).
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Table 7 shows the COP field encoding. The device
must be in the ATTN power state in order to receive
COLC packets. The COLC packet is used primarily to
specify RD (read) and WR (write) commands. Retire
operations (moving data from the write buffer to a
sense amp) happen automatically. See Figure 17 for a
more detailed description.

The COLC packet can also specify a PREC command,
which precharges a bank and its associated sense
amps. The RDA/WRA commands are equivalent to
combining RD/WR with a PREC. RLXC (relax)
performs a power mode transition. See “Power State
Management” on page 38.

Table 7: COLC Packet Field Encodings

S zgiétl?jg\?ice)a COP3..0 | Name | Command Description
0 |- |- - No operation.
1 |/=(DEVID4.0) |---- - Retire write buffer of this device.
1 |==(DEVID4.0) x000P NOCOP | Retire write buffer of this device.
1 == (DEVIDA4 ..0) x001 WR Retire write buffer of this device, then write column C6..C0 of bank BC4..BCO0 to write buffer.
1 |==(DEVID4.0) x010 RSRV Reserved, no operation.
1 |==(DEVID4..0) x011 RD Read column C6..C0 of bank BC4..BCO of this device.
1 |==(DEVID4..0) x100 PREC Retire write buffer of this device, then precharge bank BC4..BCO (see Figure 14).
1 |==(DEVID4..0) x101 WRA Same as WR, but precharge bank BC4..BCO after write buffer (with new data) is retired.
1 |==(DEVID4..0) x110 RSRV Reserved, no operation.
1 |==(DEVID4..0) x111 RDA Same as RD, but precharge bank BC4..BCO afterward.
1 |==(DEVID4..0) Ixxx RLXC Move this device into the standby (STBY) power state (see Figure 47).
a. “/=" means not equal, “==" means equal.

b. An“x” entry indicates which commands may be combined. For instance, the two commands WR/RLXC may be specified in one COP value (1001).

Table 8 shows the COLM and COLX field encodings.
The M bit is asserted to specify a COLM packet with
two 8 bit bytemask fields MA and MB. If the M bit is
not asserted, an COLX is specified. It has device and
bank address fields, and an opcode field. The primary
use of the COLX packet is to permit an independent
PREX (precharge) command to be specified without

consuming control bandwidth on the ROW pins. Itis
also used for the CAL(calibrate) and SAM (sample)
current control commands (see “Current and Tempera-
ture Control” on page 44), and for the RLXX power
mode command (see “Power State Management” on
page 38).

Table 8: COLM Packet and COLX Packet Field Encodings

M zgic"tg;g/ice) XOP4..0 Name Command Description

1 |- - MSK MB/MA bytemasks used by WR/WRA.

0 |/=(DEVID4..0) - - No operation.

0 |==(DEVID4..0) 00000 NOXOP No operation.

0 |==(DEVID4..0) 1xxx02 PREX Precharge bank BX4..BX0 of this device (see Figure 14).

0 |==(DEVID4..0) x10x0 CAL Calibrate (drive) o, current for this device (see Figure 53).

0 |==(DEVID4..0) x11x0 CAL/SAM Calibrate (drive) and Sample (update) Ig,_ current for this device (see Figure 53).
0 |==(DEVID4..0) xxx10 RLXX Move this device into the standby (STBY) power state (see Figure 47).

0 == (DEVID4 ..0) XXxx1 RSRV Reserved, no operation.

a. An “x” entry indicates which commands may be combined. For instance, the two commands PREX/RLXX may be specified in one XOP value (10010).
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@DRAM

800/1066 MHz RDRAM 256/288 Mb (512Kx16/18x32s)

DQ Packet Timing

Figure 4 shows the timing relationship of COLC
packets with D and Q data packets. This document
uses a specific convention for measuring time intervals
between packets: all packets on the ROW and COL
pins (ROWA, ROWR, COLC, COLM, COLX) use the
trailing edge of the packet as a reference point, and all
packets on the DQA/DQB pins (D and Q) use the
leading edge of the packet as a reference point.

An RD or RDA command will transmit a dualoct of
read data Q a time tcac later. This time includes one to
five cycles of round-trip propagation delay on the
Channel. The tcoc parameter may be programmed to a
one of a range of values (7, 8, 9, 10, 11, or 12 tcycLp)-
The value chosen depends upon the number of
RDRAM devices on the Channel and the RDRAM
device timing bin. See Figure 39 for more information.

ToT1 Tp T3 T4 Ts Te T7 Tg To Tio TuaT12T13 Tia Tas T1gTar Tig Tag TooTar T2z

A WR or WRA command will receive a dualoct of
write data D a time tc\yp later. This time does not need
to include the round-trip propagation time of the
Channel since the COLC and D packets are traveling in
the same direction.

When a Q packet follows a D packet (shown in the left
half of the figure), a gap (tcac -tcwp) Will automati-
cally appear between them because the tc\yp value is
always less than the tcac value. There will be no gap
between the two COLC packets with the WR and RD
commands which schedule the D and Q packets.

When a D packet follows a Q packet (shown in the
right half of the figure), no gap is needed between
them because the tc\yp Value is less than the tcac
value. However, a gap of tcac -tewp OF greater must
be inserted between the COLC packets with the RD
WR commands by the controller so the Q and D
packets do not overlap.

24725 T26 T27 T28T29 Tao Ta1 T32Tas Tas Tas TagTar Tag Tag TaoTar Taz Taz TagTas Tas Tar

This gap on the COL pins must be inserted by the controller

""" veastinrs OO EEEROEOEAIRNNG:

ATjuAu VW[ W} u) WR d1 WL AL LA LALLRLTLRLTLALT L,

ek ] fowp g
jzeem f w RS T L
— - —— ':‘#]:mr:‘l\.”’:”‘. Q(Cl) D(d].) )

A B ’_ || ,

- tcac

Figure 4: Read (Q) and Write (D) Data Packet - Timing for tcac =8, 9, 10, 11, or 12 tcycLE

COLM Packet to D Packet Mapping

Figure 5 shows a write operation initiated by a WR
command in a COLC packet. If a subset of the 16 bytes
of write data are to be written, then a COLM packet is
transmitted on the COL pins a time tgrg after the
COLC packet containing the WR command. The M bit
of the COLM packet is set to indicate that it contains
the MA and MB mask fields. Note that this COLM
packet is aligned with the COLC packet which causes
the write buffer to be retired. See Figure 17 for more
details.

If all 16 bytes of the D data packet are to be written,
then no further control information is required. The
packet slot that would have been used by the COLM
packet (tgTr after the COLC packet) is available to be

used as an COLX packet. This could be used for a
PREX precharge command or for a housekeeping
command (this case is not shown). The M bit is not
asserted in an COLX packet and causes all 16 bytes of
the previous WR to be written unconditionally. Note
that a RD command will never need a COLM packet,
and will always be able to use the COLX packet option
(a read operation has no need for the byte-write-enable
control bits).

Figure 5 also shows the mapping between the MA and
MB fields of the COLM packet and bytes of the D
packet on the DQA and DQB pins. Each mask bit
controls whether a byte of data is written (=1) or not
written (=0).

Page 10
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CTM/CFM 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 :
ROW2 \
..ROWO0
coL4 l retire (al)
..COLO MSK (a1)
DQAS8..0
DQBS8..0
[Transaction a: WR|[ a0 = {Dé,Ba,Ra} | al={DaBaCal} T~_ a3={DaBa} |
( coLMPacket ) C D Packet )
| Tz Tig | T | T | | T T T T
cTMicrMI ] | ' | [T cvmicrmi ] ! | ! [
Y \ 4 \ 4 cTMiC \ 4 y \ 4
| | | | I | | | | |
| } I 1, \Il ‘I, \|, \k ‘I, sl, \|, \l
coLd | MA7 MA5|MA3 MAL1 | DQB8 | pss | DB17|DB26! DBSSIDB45:DB53|DBGZ'DB71[
I 1 1 1
[ | | | ] | 1 I ] I 1 |
COoL3 | M=1IMA6 MA4MA2 MAO | DQB7 | DB7 | DB16] DB25| DB34| DB44 | DB52 | DB61 | DBT0 |
b 1 1 ] | 1 1 |
| 1 | 1
| Eli | 'y ! 1 I 1 I 1 I 1 |
COoLz2 | MB7 MB4|MBl | | 0 I 1 I 1 I 1 I 1 I
0 1 1 1 1
N 1 1 1 1 1
| | | | oy 2o s o s s —
coL1 | MiB6 MB3|MBO | | DQB1 | DB1 DB10|DB19| DB28| DB37 | DBA46 | DB55 | DB64 1
1} I 1 1 1 1 1 1 1
| | | I I 1 | I ) 1 l
I 1 1 1 1 1 1
COLo | M5 MB2 | | DQBO ¢ pBo | DBY :DBlB DB27 ) DB36 | DB45 | DB54 | DBG63 |
) 1 1 1 1 1 1 1 |
I | l 1 | 1 | 1 | 1 |
» MBo: MBl'l MB2 | MB3 | MB4: MBS’I MBS: MB7 |
Each bit of the MB7..MBO field I A . R
controls writing (=1) or no writing telot- LR A
(=0) of the indicated DB bits when | | | I |
the M bit of the COLM packet is one. |'4'~‘¢ I‘l.' ~‘.-~‘|,-~‘, ~‘L.-~“-~‘|
' 1 1 1 1 {
When M=1, the MA and MB DQAS8  DAs IDA17I DA26| DA35lDA45|DA53| DA62|DA71'
fields control writing of ) 1 1 1 '
individual data bytes. ' 1 1 | | | 1 | 1
When M=0, all data bytes are ! ' : i : | - : |
written unconditionally. DQA7 ! DA7 |DA16} DA25} DA34} DA44] DAS2| DAGL| DATO;
[ 1 1 1 1 1 1 1 1
[} | 1 1 1 | 1 1 '
[} ' | 1 1 } | | 1 '
[} ' | 1 1 } I L} L} '
] ' 1 1 1 1 1 1 1 1
' 1 1 1 1 1 1 1 1
' I 1 1 1 I I I 1
DQAL ! DAL |DA10}DAL9} DA28} DA37| DA46| DASS | DAGA
[ I 1 1 1 1 1 1 1
[ 1 1 1 1 1 1 1 1
N . ) 1 1 1 1 1 1 1 g
Each bit of the MA7.MAOfield ~ DQAQ DA | DAY IDA1S! DA27DA36] DA45 1 DAS41DAG3)
controls writing (=1) or no writing ' 1 1 1 1 1 1 1
(=0) of the indicated DA bits when ' 1 1 I 1 !
the M bit of the COLM packet is one. | ! ' ! ! ! ! !
» : MAOQO ;| MA1l; MA2, MA3| MA4| MAS5 | MA6 | MAT7

Figure 5: Mapping Between COLM Packet and D Packet for WR Command
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800/1066 MHz RDRAM 256/288 Mb (512Kx16/18x32s)

ROW-to-ROW Packet Interaction

ToTi To T3 Ty Ts To T7 Tg Tg Tio T1a T1aT13 Tug Tas T16T17 Tag Tag

CTM/CFM

Lo [ tRRDELAY’

ROW2
.ROWO

COL4
.COLO

DQAS..0
DQBS..0

a0 = {Da,Ba,Ra}
b0= {Db,Bb,Rb}
Figure 6: ROW-to-ROW Packet Interaction- Timing

Transaction a: ROPa
Transaction b: ROPb

Figure 6 shows two packets on the ROW pins sepa-
rated by an interval trrpg ay Which depends upon the
packet contents. No other ROW packets are sent to
banks {Ba,Ba+1,Ba-1} between packet “a” and packet
“b unless noted otherwise. Table 9 summarizes the
trrDELAY Values for all possible cases.

Cases RR1 through RR4 show two successive ACT
commands. In case RR1, there is no restriction since the
ACT commands are to different devices. In case RR2,
the tgg restriction applies to the same device with non-
adjacent banks. Cases RR3 and RR4 are illegal (as
shown) since bank Ba needs to be precharged. If a
PRER to Ba, Ba+1, or Ba-1 is inserted, trrpeLay IS tre
(tras to the PRER command, and tgp to the next ACT).

Cases RR5 through RR8 show an ACT command
followed by a PRER command. In cases RR5 and RR6,
there are no restrictions since the commands are to
different devices or to non-adjacent banks of the same
device. In cases RR7 and RR8, the tgyag restriction
means the activated bank must wait before it can be
precharged.

Cases RR9 through RR12 show a PRER command
followed by an ACT command. In cases RR9 and
RR10, there are essentially no restrictions since the
commands are to different devices or to non-adjacent
banks of the same device. RR10a and RR10b depend
upon whether a bracketed bank (Ba+-1) is precharged
or activated. In cases RR11 and RR12, the same and
adjacent banks must all wait tgp for the sense amp and
bank to precharge before being activated.

Table 9: ROW-to-ROW Packet Interaction - Rules

Case# ||ROPa |Da |Ba |Ra ||ROPb |[Db Bb Rb ||trrDELAY Example
RR1 ACT Da |Ba |Ra [[ACT [/=Da |xxxx X.X ||tpacKET Figure 11
RR2 ACT Da |Ba |Ra [|ACT ==Da |/={BaBat+l,Ba-1} X.X ||trr Figure 11
RR3 ACT Da (Ba |Ra [|ACT ==Da |[=={Ba+1,Ba-1} X.X |[tgc - illegal unless PRER to Ba/Ba+1/Ba-1 Figure 10
RR4 ACT Da (Ba |Ra [|ACT ==Da |=={Ba} X..X ||tgc - illegal unless PRER to Ba/Ba+1/Ba-1 Figure 10
RR5 ACT Da |Ba |Ra [|[PRER [/=Da |xxxx X.X ||tpaCKET Figure 11
RR6 ACT Da |Ba |Ra [|PRER [==Da |/={BaBat+l,Ba-1} X.X ||tpACKET Figure 11
RR7 ACT |Da (Ba |Ra ||PRER |==Da |=={Bat+l,Ba-1} X.X |[tras Figure 10
RR8 ACT |Da |Ba |Ra ||PRER |==Da |=={Ba} X.X |[tras Figure 15
RR9 PRER |(Da |Ba |Ra [[ACT |/=Da |[xxxx X.X ||tpaCKET Figure 12
RR10 ||PRER |Da |Ba |[Ra ||ACT |==Da |/={BaBa+-1Ba+-2} |X.X ||tpackeT Figure 12
RR10a [|[PRER |[Da [Ba |Ra [|[ACT |==Da |=={Bat2} X.X ||tpackeT/trp if Batl is precharged/activated.

RR10b ||PRER |Da |Ba |Ra |[|ACT |[==Da |=={Ba-2} X.X |[tpackeT/trp if Ba-1 is precharged/activated.

RR11 |(|[PRER [(Da |Ba |Ra [[ACT ==Da |=={Bat+l,Ba-1} X.X ||trp Figure 10
RR12 |([PRER |[Da |Ba |Ra [|ACT ==Da |=={Ba} X. X ||trp Figure 10
RR13 |[|[PRER [Da |Ba |Ra [[PRER |/=Da |xxxx X.X ||tpacKET Figure 12
RR14 |[PRER |[Da |Ba |Ra ||PRER |==Da |/={BaBa+lBa-1} X. X ||tpp Figure 12
RR15 (|[PRER |[Da |[Ba |Ra |[|PRER |==Da |=={Ba+l,Ba-1} X.X ||tpp Figure 12
RR16 |[|PRER |[Da |Ba |Ra [[PRER |==Da |[==Ba X.X ||tpp Figure 12

Page 12
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800/1066 MHz RDRAM 256/288 Mb (512Kx16/18x32s)

@DRAM

ROW-to-ROW Interaction - contin-
ued

Cases RR13 through RR16 summarize the combina-
tions of two successive PRER commands. In case RR13
there is no restriction since two devices are addressed.
In RR14, tpp applies, since the same device is
addressed. In RR15 and RR16, the same bank or an
adjacent bank may be given repeated PRER commands
with only the tpp restriction.

Two adjacent banks can’t be activated simultaneously.
A precharge command to one bank will thus affect the
state of the adjacent banks (and sense amps). If bank Ba
is activated and a PRER is directed to Ba, then bank Ba
will be precharged along with sense amps Ba-1/Ba and
Ba/Ba+1. If bank Ba+1 is activate and a PRER is
directed to Ba, then bank Ba+1 will be precharged
along with sense amps Ba/Ba+1 and Ba+1/Ba+2. If
bank Ba-1 is activate and a PRER is directed to Ba, then
bank Ba-1 will be precharged along with sense amps
Ba/Ba-1 and Ba-1/Ba-2.

A ROW packet may contain commands other than
ACT or PRER. The REFA and REFP commands are
equivalent to ACT and PRER for interaction analysis
purposes. The interaction rules of the NAPR, NAPRC,
PDNR, RLXR, ATTN, TCAL, and TCEN commands
are discussed in later sections (see Table 6 for cross-
ref).

ROW-to-COL Packet Interaction

Figure 7 shows two packets on the ROW and COL
pins. They must be separated by an interval tgcpgay
which depends upon the packet contents. Table 10
summarizes the tgcpgay Values for all possible cases.
Note that if the COL packet is earlier than the ROW
packet, it is considered a COL-to-ROW interaction.

Cases RC1 through RC5 summarize the rules when the
ROW packet has an ACT command. Figure 15 and
Figure 16 show examples of RC5 - an activation
followed by a read or write. RC4 is an illegal situation,
since a read or write of a precharged banks is being
attempted (remember that for a bank to be activated,
adjacent banks must be precharged). In cases RC1,
RC2, and RC3, there is no interaction of the ROW and
COL packets.

ToTi To T3 Ty Ts Te T7 TgTo Tio TuaT12T13 Taa Tas T16Tar Tag Tao

CTM/CFM

ROW?2
..ROWO

..COLO L |

Transaction a: ROP a0 = {Da,Ba,Ra}
Transaction b: COPb bl={Db,Bb,Cbl}

Figure 7. ROW-to-COL Packet Interaction- Timing

Cases RC6 through RC8 summarize the rules when the
ROW packet has a PRER command. There is either no
interaction (RC6 through RC9) or an illegal situation
with a read or write of a precharged bank (RC9).

The COL pins can also schedule a precharge operation
with a RDA, WRA, or PREC command ina COLC
packet or a PREX command in a COLX packet. The
constraints of these precharge operations may be
converted to equivalent PRER command constraints
using the rules summarized in Figure 14.

Table 10: ROW-to-COL Packet Interaction - Rules

Case # ||ROPa | Da Ba Ra COPb Db Bb Cbl ||trRcDELAY Example
RC1 ACT Da Ba Ra NOCOPRD,retire /=Da XXXX x.x [[0

RC2 ACT Da Ba Ra NOCOP ==Da |Xxxxx x.x |0

RC3 ACT Da Ba Ra RD,retire ==Da /={Ba,Ba+1,Ba-1} |x..x |[O

RC4 ACT Da Ba Ra RD,retire ==Da =={Ba+1,Ba-1} x..x |[|Illegal

RC5 ACT Da Ba Ra RD,retire ==Da |==Ba X.X ||trcD Figure 15
RC6 PRER [Da Ba Ra NOCOPRD,retire /=Da XXXX x.x [[0

RC7 PRER |Da Ba Ra NOCOP ==Da | XXXx x.X [|0

RC8 PRER |Da Ba Ra RD,retire ==Da /={Ba,Ba+1,Ba-1} |x..x |[O

RC9 PRER |Da Ba Ra RD,retire ==Da |=={Ba+l,Ba-1} x..x ||lllegal

Document DL-0118-06  Version 0.6
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800/1066 MHz RDRAM 256/288 Mb (512Kx16/18x32s)

COL-to-COL Packet Interaction

ToTi To T3 T4 Ts Te T7 Tg To Tio Tua T12T1a Taa Tis T16T17 T1s Tig

CTM/CFM !

ROW2
..ROWO

' tCCDELAY l——————p] '
CcoL4 COPaal | COPb bl
..COLO ) A RN

DQAS..0
DQBS..0

Transaction a: COPa
Transaction b: COPb
Transaction ¢: COPc

al ={Da,Ba,Cal}
bl ={Db,Bb,Cbl}
¢l ={Dc,Bc,Ccl1}

Figure 8: COL-to-COL Packet Interaction- Timing

Figure 8 shows three arbitrary packets on the COL
pins. Packets “b” and “c” must be separated by an
interval tccpgay Which depends upon the command
and address values in all three packets. Table 11
summarizes the tccpgay Values for all possible cases.

Cases CC1 through CC5 summarize the rules for every
situation other than the case when COPb is a WR
command and COPc is a RD command. In CC3, when

a RD command is followed by a WR command, a gap
of tcac -tewp Must be inserted between the two COL
packets. See Figure 4 for more explanation of why this
gap is needed. For cases CC1, CC2, CC4, and CC5,
there is no restriction (tccpgLay IS tcc)-

In cases CC6 through CC10, COPb is a WR command
and COPc is a RD command. The tccpgay Value
needed between these two packets depends upon the
command and address in the packet with COPa. In
particular, in case CC6 when there is WR-WR-RD
command sequence directed to the same device, a gap
will be needed between the packets with COPb and
COPc. The gap will need a COLC packet with a
NOCOP command directed to any device in order to
force an automatic retire to take place. Figure 18 (right)
provides a more detailed explanation of this case.

Cases CC7, CC8, CC9 and CC10 have no restriction
(tccpeLAy I8 teo)-

For the purposes of analyzing COL-to-ROW interac-
tions, the PREC, WRA, and RDA commands of the
COLC packet are equivalent to the NOCOP, WR, and
RD commands. These commands also cause a
precharge operation PREC to take place. This
precharge may be converted to an equivalent PRER
command on the ROW pins using the rules summa-
rized in Figure 14.

Table 11: COL-to-COL Packet Interaction - Rules

Case # ||[COPa | Da Ba |Cal ||COPDb Db [Bb |[Cbl||COPc Dc Bc Ccl ||tccpeLay Example
cc1 XXXX XXXXX | X.X |[X.X ||[NOCOP |Db [Bb |Cbl |[xxxx XXXXX [ XX [ XX |[[tee

cc2 XXXX XXXXX | X.X [x.x [[RDWR |[Db [Bb |Cbl |INOCOP |xxxxx [X.X [X.X [[tcc

Cc3 XXXX XXXXX | X.X |X.X ||RD Db [Bb |[Cbl [|[WR XXXXX [ X.X | X.X ||tccHeac -tewd Figure 4
CC4 XXXX XXXXX | X.X [Xx.x [[RD Db [Bb |[Cbl |[RD XXXXX | XX [ X.X |[[tce Figure 15
CC5 XXXX XXXXX [ X.X [X.X [[WR Db |Bb |Cbl [|WR XXXXX | X.X [ X.X ||[tce Figure 16
CC6 WR ==Db |x X.x [|WR Db |Bb |[Cbl |[RD ==Db [x.x [X.X [[trTR Figure 18
CC7 WR ==Db |x X.X |[|WR Db |Bb |Cbl |[|RD /=Db |x.x |X.X [[tcc

CC8 WR /=Db |x x.X |[WR Db |Bb |[Cbl |[RD ==Db [x.X [X.X [[tcc

CC9 NOCOP | ==Db |x X.X [|WR Db |Bb |Cbl |[|RD ==Db [x.X |X.X ||tcc

CC10 ||RD ==Db [x x.X |[WR Db |Bb |[Cbl |[RD ==Db [x.X [X.X [[tcc
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@DRAM

COL-to-ROW Packet Interaction

ToTi T T3 T4 Ts Te T7 Tg To Tio Tua T12T1a Taa Tis T16T1r Tig Tao

CTMI/CFM

tcRDELAY
" owo ML DCDUAEE== = ERECDp
..ROWO0 AN NN .
coL4 eezeal Ay
..COLO A ANANAAAAAAANANANA

Transaction a: COPa
Transaction b: ROPb

al={Da,Ba,Cal}
b0={Db,Bb,Rb}

Figure 9: COL-to-ROW Packet Interaction- Timing

Figure 9 shows arbitrary packets on the COL and ROW
pins. They must be separated by an interval tcrpgay
which depends upon the command and address values
in the packets. Table 12 summarizes the tcrpeay
value for all possible cases.

Cases CR1, CR2, CR3, and CR9 show no interaction
between the COL and ROW packets, either because
one of the commands is a NOP or because the packets
are directed to different devices or to non-adjacent
banks.

Case CR4 is illegal because an already-activated bank
is to be re-activated without being precharged Case
CR5 is illegal because an adjacent bank can’t be acti-
vated or precharged until bank Ba is precharged first.

In case CR6, the COLC packet contains a RD
command, and the ROW packet contains a PRER
command for the same bank. The tgpp parameter spec-
ifies the required spacing.

Likewise, in case CR7, the COLC packet causes an
automatic retire to take place, and the ROW packet
contains a PRER command for the same bank. The tgrp
parameter specifies the required spacing.

Case CR8 is labeled “Hazardous” because a WR
command should always be followed by an automatic
retire before a precharge is scheduled. Figure 19 shows
an example of what can happen when the retire is not
able to happen before the precharge.

For the purposes of analyzing COL-to-ROW interac-
tions, the PREC, WRA, and RDA commands of the
COLC packet are equivalent to the NOCOP, WR, and
RD commands. These commands also cause a
precharge operation to take place. This precharge may
converted to an equivalent PRER command on the
ROW pins using the rules summarized in Figure 14.

A ROW packet may contain commands other than
ACT or PRER. The REFA and REFP commands are
equivalent to ACT and PRER for interaction analysis
purposes. The interaction rules of the NAPR, PDNR,
and RLXR commands are discussed in a later section.

Table 12: COL-to-ROW Packet Interaction - Rules

Case # ||COPa Da |(Ba |Cal ||ROPb Db Bb Rb tCRDELAY Example
CR1 NOCOP |Da (Ba |[Cal |[[x.x XXXXX XXXX X..X 0

CR2 RD/WR |[Da |Ba |Cal |[x.x /=Da | xxxx X..X 0

CR3 RD/WR |Da |Ba [Cal [|x.x ==Da |/={BaBa+1,Ba-1} |x.x 0

CR4 RD/WR |Da |[Ba [Cal |[|ACT ==Da |=={Ba} X..X Illegal

CR5 RD/WR |[Da |Ba |Cal ||ACT ==Da |=={Bat+l,Ba-1} X..X Illegal

CR6 RD Da |Ba |Cal ||PRER ==Da |=={BaBatlBa-1} |x.x |[[trpp Figure 15
CR7 retire? Da |Ba |Cal ||PRER ==Da |=={BaBat+lBa-1} |x.X [[tgrp Figure 16
CR8 WRP Da [Ba |[Cal |[|PRER ==Da |=={BaBa+lBa-1} |x.X 0 Figure 19
CR9 XXXX Da [Ba ([Cal [[NOROP |xxxxx XXXX X..X 0

a. This is any command which permits the write buffer of device Da to retire (see Table 7). “Ba” is the bank address in the write buffer.

b. This situation is hazardous because the write buffer will be left unretired while the targeted bank is precharged. See Figure 19.
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ROW-to-ROW Examples commands to the same bank must also satisfy the tgc
timing parameter (RR4).

Figure 10 shows examples of some of the the ROW-to-
ROW packet spacings from Table 9. A complete
sequence of activate and precharge commands is
directed to a bank. The RR8 and RR12 rules apply to
this sequence. In addition to satisfying the tgpg and tgp
timing parameters, the separation between ACT

When a bank is activated, it is necessary for adjacent
banks to remain precharged. As a result, the adjacent
banks will also satisfy parallel timing constraints; in
the example, the RR11 and RR3 rules are analogous to
the RR12 and RR4 rules.

a0 = {Da,Ba,Ra}
Same Device Adjacent Bank RR7 al = {Da,Ba+1}
Same Device Adjacent Bank RR3 b0 = {Da,Ba+1,Rb}
Same Device Same Bank RR4 b0 = {Da,Ba,Rb}
Same Device Adjacent Bank RR11 b0 = {Da,Ba+1,Rb}
r Same Device Same Bank RR12 b0 = {Da,Ba,Rb}
ToTifT2 T3 Ty Ts Te T7 Tg To Ty T11lT1 13 .T“ T15 T16T17 T1g T1o T20T21 Too Tz T2aTos Tog Tor TogT. 9lT o Ta1 T32T33 Tas Tas TaeTar Tag Tag Ta0Ta1 Ta2 Taz T4aTas Tag Taz

Crowo [ mmomuwwummomm T

“eowo U mummmumommmuummuu

DQAS..0
DQB8.0 /Ly it
Figure 10: Row Packet Example
Figure 11 shows examples of the ACT-to-ACT (RR1, unless they are directed to the same or adjacent banks
RR2) and ACT-to-PRER (RR5, RR6) command spacings or unless they are a similar command type (both PRER
from Table 9. In general, the commands in ROW or both ACT) directed to the same device.

packets may be spaced an interval tpacke apart

a0 = {Da,Ba,Ra}

Different Device Any Bank RR1 b0 ={Db,Bb,Rb}
Same Device Non-adjacent Bank | RR2 c0 ={Da,Bc,Rc}
Different Device Any Bank RR5 b0 = {Db,Bb,Rb}

,— Same Device Non-adjacent Bank | RR6 c0 ={Da,Bc,Rc}

T11T12T13 14 T1s T16T17 T1g T1g To0To1 Toz Tog Tos

ToTifTo T3 Ty T5[Te T7 Ty
CTM/CFM |

ROW?2 ACTa0 | ACT b0 X}
..ROWO

To7T28T29 Tao Tar T3pTas[Taa Tas Tae Tao T40Ta1 Ta2 Ta3 T4aTas [Tas Taz

PPACKET|€—p 1 [ tgg — | PACKETIe—Tp | | TPACKET [¢—Tp
coL4
.COLO

DQAS..0
DQBB.-O : : iy " i ) J (| j L J i J ) J ) J j L I { I { { j { n { { n {

Figure 11: Row Packet Example
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@DRAM

Figure 12 shows examples of the PRER-to-PRER
(RR13, RR14) and PRER-t0-ACT (RR9, RR10)
command spacings from Table 9. The RR15 and RR16
cases (PRER-to-PRER to same or adjacent banks) are
not shown, but are similar to RR14. In general, the

commands in ROW packets may be spaced an interval
tpackeT apart unless they are directed to the same or
adjacent banks or unless they are a similar command
type (both PRER or both ACT) directed to the same
device.

a0 = {Da,Ba,Ra}

Different Device

Any Bank RR13 | b0={Db,Bb,Rb}

Same Device Non-adjacent Bank | RR14 c0 = {Da,Bc,Rc}

Same Device Adjacent Bank RR15 c0 ={Da,Ba,Rc}

Same Device Same Bank RR16 | c0={Da,Ba+1Rc}

Different Device

Any Bank RR9 b0 = {Db,Bb,Rb}

Same Device Non-adjacent Bank | RR10 c0 = {Da,Bc,Rc}

ToTi|T2 T3 T4 T5|Te T, Tg Tu T2

TaT1a T1s T16T17 T1g Tao T20T21 To2 Toa Tos

T21T28T29 Tao Ta1 T3pTaa|Tas Tas Tag

Ta9 TaoTa1 Taz Taz TaaTas |Tas Ta

ROW?2
..ROWO

PRER a0 Y PRER b0 X}

‘(X PRER a0 | ACT c0

tPACKET [¢——p

“eovo MDY
.COLO U LA R A A AL

DQAS..0
DQBS..0

- TPACKET [¢—p
1, 1, 1 1, 1 1, 1 1 1 1

Figure 12: Row Packet Examples

Row and Column Cycle Description

Activate: A row cycle begins with the activate (ACT)
operation. The activation process is destructive; the act
of sensing the value of a bit in a bank’s storage cell
transfers the bit to the sense amp, but leaves the orig-
inal bit in the storage cell with an incorrect value.

Restore: Because the activation process is destructive,
a hidden operation called restore is automatically
performed. The restore operation rewrites the bits in
the sense amp back into the storage cells of the acti-
vated row of the bank.

Read/Write: While the restore operation takes place,
the sense amp may be read (RD) and written (WR)
using column operations. If new data is written into
the sense amp, it is automatically forwarded to the
storage cells of the bank so the data in the activated
row and the data in the sense amp remain identical.

Precharge: When both the restore operation and the
column operations are completed, the sense amp and
bank are precharged (PRE). This leaves them in the
proper state to begin another activate operation.

Intervals: The activate operation requires the interval
trcp,min to complete. The hidden restore operation

requires the interval tgas min - trep min 10 cOomplete.
Column read/write operations can also be performed
during the tgas min - trep, min iNterval . The precharge
operation requires the interval tgp \n to cOmplete.

Adjacent Banks: An RDRAM device with a “d” or “s”
designation indicates it contains a doubled or split
core. Sense amps are shared between two adjacent
banks in “d” and ““s” cores (sense amps are not shared
in “i” independent cores). The only exception is that
sense amps 0 and 15 (for a “d” core) and 0, 15, 16 and
31 (for an “s” core) are not shared. When arow in a
bank is activated, the two adjacent sense amps are
connected to (associated with) that bank and are not
available for use by the two adjacent banks. These two
adjacent banks must remain precharged while the
selected bank goes through its activate, restore,
read/write, and precharge operations.

For example (referring to the block diagram of

Figure 2), if bank 5 is activated, sense amp 4/5 and
sense amp 576 will both be loaded with one of the 512
rows (with 1kbyte loaded into each sense amp from the
2kbyte row - 512 bytes to the DQA side and 512 bytes
to the DQB side). While this row from bank 5 is being
read and written, no rows may be activated in banks 4
or 6 because of the sense amp sharing.

Document DL-0118-06  Version 0.6
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800/1066 MHz RDRAM 256/288 Mb (512Kx16/18x32s)

Precharge Mechanisms

Figure 13 shows an example of precharge with the
ROWR packet mechanism. The PRER command must

occur a time tgag after the ACT command, and a time
trp before the next ACT command. This timing will
serve as a baseline aginst which the other precharge
mechanisms can be compared.

a0 = {Da,Ba,Ra}
a5 = {Da,Ba}
b0 = {Da,Ba,Rb}

ToT1 Tp T3 T4 Ts Te T7 Tg Tg Tio Tua T12T1a T Tas T1eTar Tag Tao T20T21 To2 Toz T24Tos Too Tor T28T29 Tao Ta1 T327Tas Tae Tas TagTar Tag Tag TaoTar Taz TazTagTas Tag Tar

cTMICFM LI LELELELEL LI

ROW?2
..ROWO

COL4
.COLO

DQAS..0
DQBS..0

Figure 13: Precharge via PRER Command in ROWR Packet

Figure 14 (top) shows an example of precharge with a
RDA command. A bank is activated with an ROWA
packet on the ROW pins. Then, a series of four
dualocts are read with RD commands in COLC packets
on the COL pins. The fourth of these commands is a
RDA, which causes the bank to automatically
precharge when the final read has finished. The timing
of this automatic precharge is equivalent to a PRER
command in an ROWR packet on the ROW pins that is
offset a time topep from the COLC packet with the
RDA command. The RDA command should be treated
as a RD command in a COLC packet as well as a simul-
taneous (but offset) PRER command in an ROWR
packet when analyzing interactions with other packets.

Figure 14 (middle) shows an example of precharge
with a WRA command. As in the RDA example, a
bank is activated with an ROWA packet on the ROW
pins. Then, two dualocts are written with WR
commands in COLC packets on the COL pins. The
second of these commands is a WRA, which causes the
bank to automatically precharge when the final write
has been retired. The timing of this automatic
precharge is equivalent to a PRER command in an
ROWR packet on the ROW pins that is offset a time
torep from the COLC packet that causes the automatic
retire. The WRA command should be treated as a WR
command in a COLC packet as well as a simultaneous
(but offset) PRER command in an ROWR packet when

analyzing interactions with other packets. Note that
the automatic retire is triggered by a COLC packet a
time tgyg after the COLC packet with the WR
command unless the second COLC contains a RD
command to the same device. This is described in more
detail in Figure 17.

Figure 14 (bottom) shows an example of precharge
with a PREX command in an COLX packet. A bank is
activated with an ROWA packet on the ROW pins.
Then, a series of four dualocts are read with RD
commands in COLC packets on the COL pins. The
fourth of these COLC packets includes an COLX
packet with a PREX command. This causes the bank to
precharge with timing equivalent to a PRER command
in an ROWR packet on the ROW pins that is offset a
time topep from the COLX packet with the PREX
command.

Page 18
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(COLC Packet: RDA Precharge Offset)

To Ty Tp T3 Ty Ts Te T7 Tg To T1o Tua T12T13 T1a Tis T16T17 Tis Tao To0Ton T2z Tos T24T2s Too T27 T28To9 T30 Tar T32T33 Tas Tas TaeTar Tag Tag Ta0Tar Ta2 Taz TaaTas Tag Taz

ROW2
..ROWO

CoL4
.COLO

DQAS..0
DOBS..0

al ={Da,Ba,Cal}
a3 ={Da,Ba,Ca3}

a2 = {Da,Ba,Ca2}
a4 = {Da,Ba,Ca4}

[Transaction a: RD] a0 = {Da,Ba,Ra}

a5 = {Da,Ba} |

(COLC Packet: WDA Precharge Offset)

ToTi Tp T3 Ty Ts Te T7 Tg To Tio Tua T12T13 Tua Tis T1T17 Tig Tao T20T21 T22 Tos T24Tos Too T27 T2gT20 Tao Tar T32Ta3 Tas Tas TagTar Tag Tao TaoTar Taz Taa TaaTas Tag Taz

The WRA precharge (triggered by the automatic retire) is equivalent to a PRER command here

ROW2
..ROWO

CoL4
.COLO

DQAS..0
DOBS..0

[fransactiona: WR] a0 ={Da,BaRa} | al=

{Da,Ba,Cal} | a2={DaBaCa2} | a5 = {Da,Ba} |

(COLX Packet: PREX Precharge Offset)

ToTy T, T3 Ty Ts Te T7 Tg T T1o Tua T12T13 Tra Tis T16T17 Tig Tag T20To1 T2z Tos T24T2s Too T27 T28To9 T30 Tar T32T33 Tas Tas Ta6Tar Tag Tag T40Tar Ta2 Taz TaaTas Tag Taz

The PREX precharge command is equivalent to a PRER command here

ROW2
..ROWO

ACT a0

CoL4
.COLO

DQAS..0
DOBS..0

[Transaction a: RD]

a0 = {Da,Ba,Ra}

al ={Da,Ba,Cal}

a2 = {Da,Ba,Ca2}

a3 ={Da,Ba,Ca3}

a4 = {Da,Ba,Ca4}

ab = {Da,Ba} |

Figure 14: Offsets for Alternate Precharge Mechanisms
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800/1066 MHz RDRAM 256/288 Mb (512Kx16/18x32s)

Read Transaction - Example

Figure 15 shows an example of a read transaction. It
begins by activating a bank with an ACT a0 command
in an ROWA packet. A time trcp later a RD al
command is issued in a COLC packet. Note that the
ACT command includes the device, bank, and row
address (abbreviated as a0) while the RD command
includes device, bank, and column address (abbrevi-
ated as al). A time tcpc after the RD command the
read data dualoct Q(al) is returned by the device. Note
that the packets on the ROW and COL pins use the end
of the packet as a timing reference point, while the
packets on the DQA/DQB pins use the beginning of
the packet as a timing reference point.

A time tec after the first COLC packet on the COL pins
a second is issued. It contains a RD a2 command. The
a2 address has the same device and bank address as
the al address (and a0 address), but a different column
address. A time tcac after the second RD command a
second read data dualoct Q(a2) is returned by the
device.

Next, a PRER a3 command is issued in an ROWR
packet on the ROW pins. This causes the bank to
precharge so that a different row may be activated in a
subsequent transaction or so that an adjacent bank
may be activated. The a3 address includes the same

CTMICFM LI ILIL LI

ACT a0

ROW2
..ROWO

device and bank address as the a0, al, and a2
addresses. The PRER command must occur atime tgas
or more after the original ACT command (the activa-
tion operation in any DRAM is destructive, and the
contents of the selected row must be restored from the
two associated sense amps of the bank during the tgag
interval). The PRER command must also occur a time
trpp Or more after the last RD command. Note that the
trpp Value shown is greater than the trpp pmin SPecifi-
cation in Table 21. This transaction example reads two
dualocts, but there is actually enough time to read
three dualocts before tgpp becomes the limiting param-
eter rather than tgps. If four dualocts were read, the
packet with PRER would need to shift right (be
delayed) by one tcyc| g (note - this case is not shown).

Finally, an ACT b0 command is issued in an ROWR
packet on the ROW pins. The second ACT command
must occur a time tyc or more after the first ACT
command and a time tgp or more after the PRER
command. This ensures that the bank and its associ-
ated sense amps are precharged. This example
assumes that the second transaction has the same
device and bank address as the first transaction, but a
different row address. Transaction b may not be started
until transaction a has finished. However, transactions
to other banks or other devices may be issued during
transaction a.

CoL4
.COLO

DQAS..0
DQB8.0 il

— lcac —P

Transaction a: RD a0 = {Da,Ba,Ra}

al ={Da,Ba,Cal} |

a2 ={Da,Ba,Ca2} | a3 = {Da,Ba} |

Transaction b: xx b0 = {Da,Ba,Rb}

Figure 15: Read Transaction Example
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@DRAM

Write Transaction - Example

Figure 16 shows an example of a write transaction. It
begins by activating a bank with an ACT a0 command
in an ROWA packet. A time tzcp-trrr later a WR al
command is issued in a COLC packet (note that the
trcp interval is measured to the end of the COLC
packet with the first retire command). Note that the
ACT command includes the device, bank, and row
address (abbreviated as a0) while the WR command
includes device, bank, and column address (abbrevi-
ated as al). A time tcyyp after the WR command the
write data dualoct D(al) is issued. Note that the
packets on the ROW and COL pins use the end of the
packet as a timing reference point, while the packets on
the DQA/DQB pins use the beginning of the packet as
a timing reference point.

A time tc¢ after the first COLC packet on the COL pins
a second COLC packet is issued. It contains a WR a2
command. The a2 address has the same device and
bank address as the al address (and a0 address), but a
different column address. A time tc\yp after the second
WR command a second write data dualoct D(a2) is
issued.

A time tgrg after each WR command an optional
COLM packet MSK (al) is issued, and at the same time
a COLC packet is issued causing the write buffer to
automatically retire. See Figure 17 for more detail on
the write/retire mechanism. If a COLM packet is not
used, all data bytes are unconditionally written. If the
COLC packet which causes the write buffer to retire is

delayed, then the COLM packet (if used) must also be
delayed.

Next, a PRER a3 command is issued in an ROWR
packet on the ROW pins. This causes the bank to
precharge so that a different row may be activated in a
subsequent transaction or so that an adjacent bank
may be activated. The a3 address includes the same
device and bank address as the a0, al, and a2
addresses. The PRER command must occur a time tgas
or more after the original ACT command (the activa-
tion operation in any DRAM is destructive, and the
contents of the selected row must be restored from the
two associated sense amps of the bank during the tgag
interval).

A PRER a3 command is issued in an ROWR packet on
the ROW pins. The PRER command must occur a time
trTp Or more after the last COLC which causes an auto-
matic retire.

Finally, an ACT b0 command is issued in an ROWR
packet on the ROW pins. The second ACT command
must occur a time tyc or more after the first ACT
command and a time tgp or more after the PRER
command. This ensures that the bank and its associ-
ated sense amps are precharged. This example
assumes that the second transaction has the same
device and bank address as the first transaction, but a
different row address. Transaction b may not be started
until transaction a has finished. However, transactions
to other banks or other devices may be issued during
transaction a.

To T1 Tz Ta TA Ts Ts T7 TB Te Tio T T12T13 T1a Tis T16T17 Tig Tao T20T21 T22 T2s T2aTos Tas T2 T28T20 Tao Tar T32Ta3 Taa Tas TaeTa7 Tas Tag TaoTar Taz Taa TaaTas Tas Tz

CTMICFM | - - LI
llll‘IIIIIIIIIIIIIIItRCII
ROW2 ACT a0 llllllllllllllllll
..ROWO0 UL """"""""""H
R & T T ‘tRASI — T
CcoL4 retlre (al) retire (a2)
..COLO MSK (al) kMSK (a2)
—— tRTRT»
DQAS..0 m D(al)
DQBS..0 .
& lcwD —p
4 lcwD

[Transaction a: WR a0 ={Da,Ba,Ra}

al ={Da,Ba,Cal} |

a2 ={Da,Ba,Ca?2} | a3 = {Da,Ba} |

Transaction b: xx b0 = {Da,Ba,Rb}

Figure 16: Write Transaction Example
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800/1066 MHz RDRAM 256/288 Mb (512Kx16/18x32s)

Write/Retire - Examples

The process of writing a dualoct into a sense amp of an
RDRAM bank occurs in two steps. The first step
consists of transporting the write command, write
address, and write data into the write buffer. The
second step happens when the RDRAM device auto-
matically retires the write buffer (with an optional
bytemask) into the sense amp. This two-step write
process reduces the natural turn-around delay due to
the internal bidirectional data pins.

Figure 17 (left) shows an example of this two step
process. The first COLC packet contains the WR
command and an address specifying device, bank and
column. The write data dualoct follows a time toywp
later. This information is loaded into the write buffer of

To T1 T2 T3 T4 Ts Ts T7 Ts T9 T TuT12T13 T Ty

CTMICEM LI L LI ILELELELIL I

Retire is automatic here unless:

(1) No COLC packet (S=0) or
ROW?2 2) COLC packet is RD to dev‘|QQ[E@ ROW?2
.ROWO0 I\ uuuuuuuuuuuuu.u .uuuuuuuuuuuu ..ROWO0
COoL4 WR al Xxm retire (al) XXM COL4
..COLO 'VfSK(al) LILALA ..COLO
I s i
DQAS8..0 M D (al) XXX) DQAS8..0
DQBS..O:::::::.:””:DQBS..O
< tocywp P

[ Transactiona: WR [ al={DaBaCal} |

the specified device. The COLC packet which follows a
time trrg later will retire the write buffer. The retire
will happen automatically unless (1) a COLC packet is
not framed (no COLC packet is present and the S bit is
zero), or (2) the COLC packet contains a RD command
to the same device. If the retire does not take place at
time tgrg after the original WR command, then the
device continues to frame COLC packets, looking for
the first that is not a RD directed to itself. A bytemask
MSK(al) may be supplied in a COLM packet aligned
with the COLC that retires the write buffer at time tgrg
after the WR command.

The memory controller must be aware of this two-step
write/retire process. Controller performance can be
improved, but only if the controller design accounts for
several side effects.

ToTi Tp T3 Ty Ts Te T7 Tg Tg Tig Tua T12T13 Tag Tis T16T17 Tig Tao T20T21 Tzz T23

This RD gets the old data

This RD gets the new data

H tC
re'ti ré (all)
MSK (al)

“— trrr —D
UM LA LAU AU \

<+ tewp P

RDcl

Q(

Transaction a: WR

al={Da,Ba,Cal}

Transaction b: RD

bl={Da,Ba,Cal}

Transaction c: RD

cl={Da,Ba,Cal}

Figure 17: Normal Retire (left) and Retire/Read Ordering (right)

Figure 17 (right) shows the first of these side effects.
The first COLC packet has a WR command which
loads the address and data into the write buffer. The
third COLC causes an automatic retire of the write
buffer to the sense amp. The second and fourth COLC
packets (which bracket the retire packet) contain RD
commands with the same device, bank and column
address as the original WR command. In other words,
the same dualoct address that is written is read both
before and after it is actually retired. The first RD
returns the old dualoct value from the sense amp
before it is overwritten. The second RD returns the
new dualoct value that was just written.

Figure 18 (left) shows the result of performing a RD
command to the same device in the same COLC packet
slot that would normally be used for the retire opera-

tion. The read may be to any bank and column
address; all that matters is that it is to the same device
as the WR command. The retire operation and
MSK(al) will be delayed by a time tppckeT as a result.
If the RD command used the same bank and column
address as the WR command, the old data from the
sense amp would be returned. If many RD commands
to the same device were issued instead of the single
one that is shown, then the retire operation would be
held off an arbitrarily long time. However, once a RD
to another device or a WR or NOCOP to any device is
issued, the retire will take place. Figure 18 (right) illus-
trates a situation in which the controller wants to issue
a WR-WR-RD COLC packet sequence, with all
commands addressed to the same device, but
addressed to any combination of banks and columns.
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Write/Retire Examples - continued

The RD will prevent a retire of the first WR from auto-
matically happening. But the first dualoct D(al) in the
write buffer will be overwritten by the second WR

dualoct D(b1) if the RD command is issued in the third

ToTi Tp T3 T4 Ts Tg T7 Tg Tg Tio Tua T1oT13 Tia Tas T1eTa7 Tag Tag T2oT:

CTM/CFM !
' The r'eti're'ober'ati'on'fdrévx)rife canbe
held off by a read to the same device
ROW?2
..ROWO0

«— tc

COL4 WR al X:X:X:X:XXX reltir(‘e (all)
.COLO )

M MSK (al)
o e tRTR * tackeT —D

RD bl

DQAS..0
DQB8.0 AN

< toywp P
Transaction a: WR
Transaction b: RD

al={Da,Ba,Cal}
bl={Da,Bb,Cbl}

COLC packet. Therefore, it is required in this situation
that the controller issue a NOCOP command in the
third COLC packet, delaying the RD command by a
time of tppckeT This situation is explicitly shown in
Table 11 for the cases in which tccpg ay IS equal to

trTR-

To Ty To T3 T4 Ts Te Ty TgTo Tig T1T19Tis Taa Tas T16T17 Tag Tao Tag

| CTM/CFM !

: | to make room for tlhelda}ta (b1) in the write buffer

A

ROWO0
gty (4= Toac
COL4 WRal | WRb1 \retire (@al){ RDcl mmxm
.COLO MSK (a1) LA

e RR
Q DQAS..0 D (al) X D (bl) mm
DQBS8.0 YW A WAl
< tcywp P

Transaction a: WR
Transaction b: WR
Transaction c: RD

al={Da,Ba,Cal}
bl={Da,Bb,Cbl}
cl={Da,Bc,Ccl}

Figure 18: Retire Held Off by Read (left) and Controller Forces WWR Gap (right)

Figure 19 shows a possible result when a retire is held
off for a long time (an extended version of Figure 18-
left). After a WR command, a series of six RD
commands are issued to the same device (but to any
combination of bank and column addresses). In the
meantime, the bank Ba to which the WR command
was originally directed is precharged, and a different
row Rc is activated. When the retire is automatically
performed, it is made to this new row, since the write

buffer only contains the bank and column address, not
the row address. The controller can insure that this
doesn’t happen by never precharging a bank with an
unretired write buffer. Note that in a system with more
than one RDRAM device, there will never be more
than two RDRAM devices with unretired write buffers.
This is because a WR command issued to one device
automatically retires the write buffers of all other
devices written a time tgg before or earlier.

ToT1 Ty T3 T4 Ts Te T7 Tg Tg Tao Tua T12T1a Tua Tas T16Ta7 Tas Tao T20T21 To2 Tos T24Tas Tos Tor T28T29 Tao Ta1 T32Tas Tas Tas TagTar Tag Tao TaoTar Taz TasTagTas Tag Tar

ctmiceM LI LI TR FLFLALFLFLEL [ FLRLIAFLFLILT
DU et o ig w0 w0y The retire operation puts the
[ RC P wite data i the new row
ROW?2 ACT a0 ' PRER a2 M ACT co YAV RVVVVVVVVVVVVV
..ROWO0 . A ) LU LU .
L e tpas bl fge b DL
COL4 mm WR al W RDblL | RDb2 | RDDb3 ba | RDb5 | RD b6 |retire (al) XXM
.COLO UL . LU i MSK(all A
S DT TN el e oo e et S B
DQB80 s UL L L L L L L L/ L L/ LU LS L /LS LS L
< towp P I‘-tCAc—P

[Transaction a: WR a0 ={Da,Ba,Ra}

al ={Da,Ba,Cal}

a2 = {Da,Ba} WARNING

ransaction b: RD| bl ={Da,Bb,Cb1}

b2 = {Da,Bb,Cb2}

b3={Da,Bb,Cb3} This sequence is hazardous

b4 = {Da,Bb,Cb4}

b5 = {Da,Bb,Cb5}

b6 = {Da,Bb,Cb6} and must be used with caution

[Transaction c: WR c0 ={Da,Ba,Rc}

Figure 19: Retire Held Off by Reads to Same Device, Write Buffer Retired to New Row
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800/1066 MHz RDRAM 256/288 Mb (512Kx16/18x32s)

Interleaved Write - Example

Figure 20 shows an example of an interleaved write
transaction. Transactions similar to the one presented
in Figure 16 are directed to non-adjacent banks of a
single RDRAM device. This allows a new transaction
to be issued once every trg interval rather than once
every tgc interval (four times more often). The DQ
data pin efficiency is 100% with this sequence.

With two dualocts of data written per transaction, the
COL, DQA, and DQB pins are fully utilized. Banks are
precharged using the WRA autoprecharge option

rather than the PRER command in an ROWR packet on
the ROW pins.

In this example, the first transaction is directed to
device Da and bank Ba. The next three transactions are
directed to the same device Da, but need to use
different, non-adjacent banks Bb, Bc, Bd so there is no
bank conflict. The fifth transaction could be redirected
back to bank Ba without interference, since the first
transaction would have completed by then (tgc has
elapsed). Each transaction may use any value of row
address (Ra, Rb, ..) and column address (Cal, Ca2, Cb1l,
Cb2,..).

TU T1 T2 Ts TA T5 Ts T7 Ta T9 Tm T11T12T13 T1a T1s T16T17 T1g T1o T20T21 Too To3 T2aTos Toe Tor T28T20 Tao Tar T32Tas Taa Tas T36Ta7 Tag Tao TaoTar Taz Tas TagTas Tas Tar

......<::::...:::::::tRc::::':":::::::)‘g?n‘:;‘Sg‘;ﬁ,‘ﬁgﬁ;gﬂ;;i‘;g':,ea
ROW2 N\ ACT a0 Mw ACT b0 Mﬂ ACT c0 MXX ACT do mm Veo W ACT f0 mm
.ROWO L

o e—trep—mFH——7""7"P L EE——tgg T
COL4 WRz1 YWRAz2 Y WRal YWRAa2 { WRbl YWRAB2Y WRcl YWRA2 Y WRdL { WRd2 { WRel ¥ WRe:
_COLO MSK (y1) IMSK (y2) [MSK (z1) [MSK (z2) [MSK (al) [MSK (a2) [MSK (b1) [MSK (b2)  MSK (c1) | MSK (c2) [MSK (d1) [MSK (d
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DQAS..0 D(x2) X D(yl) X D(y2) X D(zl) x ID(IZZ) D (al) X D (a2) X D (b1) X D(Ib2)l X ID(Icl)l x D(c2) X D (d1) x:
DQBs.0 LAMAAVARAM VA AR AN AR A DAL AR A AR AR A AN L

Transactlon y WR

yO {Da,Ba+4 Ry}

yl ={Da,Ba+4,Cyl}

y2={Da,Ba+4,Cy?}

y3 ={Da,Ba+4}

Transaction z: WR

z0 = {Da,Ba+6,Rz}

z1 ={Da,Ba+6,Cz1}

z2={Da,Ba+6,Cz2}

z3 ={Da,Ba+6}

Transaction a: WR

a0 = {Da,Ba,Ra}

al ={Da,Ba,Cal}

a2={Da,Ba,Ca2}

a3 ={Da,Ba}

Transaction b: WR

b0 = {Da,Ba+2,Rb}

bl ={Da,Ba+2,Cb1}

b2={Da,Ba+2,Cb2}

b3 ={Da,Ba+2}

Transaction ¢c: WR

c0 = {Da,Ba+4,Rc}

cl ={Da,Ba+4,Ccl}

c2={Da,Ba+4,Cc2}

c3 ={Da,Ba+4}

Transaction d: WR

d0 = {Da,Ba+6,Rd}

d1={Da,Ba+6,Cd1}]

d2={Da,Ba+6,Cd2]

d3 ={Da,Ba+6}

Transaction e: WR

e0 ={Da,Ba,Re}

el ={Da,Ba,Cel}

e2={Da,Ba,Ce2}

e3 ={Da,Ba}

Transaction f: WR

f0 = {Da,Ba+2,Rf}

1= {Da,Ba+2,CT1}

2= {Da,Ba+2,C12}

3 ={Da,Ba+2}

Figure 20: Interleaved Write Transaction with Two Dualoct Data Length

Interleaved Read - Example

Figure 21 shows an example of interleaved read trans-
actions. Transactions similar to the one presented in
Figure 15 are directed to non-adjacent banks of a single
RDRAM device. The address sequence is identical to
the one used in the previous write example. The DQ
data pins efficiency is also 100%. The only difference
with the write example (aside from the use of the RD
command rather than the WR command) is the use of
the PREX command in a COLX packet to precharge the
banks rather than the RDA command. This is done
because the PREX is available for a readtransaction but
is not available for a masked write transaction.

Interleaved RRWW - Example

Figure 22 shows a steady-state sequence of 2-dualoct
RD/RD/WR/WR.. transactions directed to non-adja-

cent banks of a single RDRAM device. This is similar to
the interleaved write and read examples in Figure 20
and Figure 21 except that bubble cycles need to be
inserted by the controller at read/write boundaries.
The DQ data pin efficiency for the example in

Figure 22 is 32/42 or 76%. If there were more RDRAM
devices on the Channel, the DQ pin efficiency would
approach 32/34 or 94% for the two-dualoct RRWW
sequence (this case is not shown).

In Figure 22, the first bubble type tcgyg; is inserted by
the controller between a RD and WR command on the
COL pins. This bubble accounts for the round-trip
propagation delay that is seen by read data, and is
explained in detail in Figure 4. This bubble appears on
the DQA and DQB pins as tpgyg; between a write data
dualoct D and read data dualoct Q. This bubble also
appears on the ROW pins as tggp;-
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ToTi Tp T3 Ty Ts Te T7 Tg To Tio Tua T12T13 Tua Tis T16T17 Tig Tig To0To1 T22 Tos T24Tos Too T27 T2gToo Tao Tar T32T33 Tas Tas TagTar Tag Tao Ta0Tar Ta2 Taz TaaTas Tag Taz

CTM/CFM: ' ' ' 1 ' ' I [ ' ' [l [ ' 1 ' [ ' 1 ' [ ' 1 ' [ I 1 ' [ I 1 ' [ 1 1 ' 1 I ' ' ] I 1 ' [ 1 1 ' :
b L ey aw aay/Transaction e can use the
T T R T <. ] tRC T T .%ame bank as transaction a
ROW?2 m ACT a0 W ACT b0 Mﬂ ACT c0 mm ACT do MXM Acyﬁ W ACT 0 m
..ROWO 1 {l i {l 4 4 U " d { 4 " { i { { W 1 {
o e&—=tgep—» L =t —
COL4 RD z1 RD z2 RD al RD a2 RD b1l RD b2 RD cl RD c2 RD d1 RDd2 RD el RD ez
..CO LO PREX y3 PREX z3 PREX a3 PREX b3 PREX c3 PREX ¢
Illl!lll:lll:(.-.-tCAC-.—.-»Zl:lil:lll:lll!l!l:lll:lll.
DQAS..0 Q (x2) X QoD X Q2 X Q1) X a@ [ Q@ x Q(a2) x Q (b1) x Q (b2) x gV o@ [ o@
DQBS..0

Transactlon y: RD

yO {Da Ba+4 Ry}

yl {Da Ba+4 Cyl}

y2 {Da Ba+4 Cy2}

y3 ={Da,Ba+4}

Transaction z: RD

z0 = {Da,Ba+6,Rz}

z1 ={Da,Ba+6,Cz1}

z2={Da,Ba+6,Cz2}

z3 ={Da,Ba+6}

Transaction a: RD

a0 = {Da,Ba,Ra}

al ={Da,Ba,Cal}

a2={Da,Ba,Ca2}

a3 ={Da,Ba}

Transaction b: RD

b0 = {Da,Ba+2,Rb}

bl ={Da,Ba+2,Cb1}

b2= {Da,Ba+2,Cb2}

b3 ={Da,Ba+2}

Transaction c: RD

c0 = {Da,Ba+4,Rc}

cl ={Da,Ba+4,Ccl}

c2={Da,Ba+4,Cc2}

c3 ={Da,Ba+4}

Transaction d: RD

d0 = {Da,Ba+6,Rd}

d1={Da,Ba+6,Cdl}]

d2={Da,Ba+6,Cd2}

d3 ={Da,Ba+6}

Transaction e: RD

e0 ={Da,Ba,Re}

el ={Da,Ba,Cel}

e2={Da,Ba,Ce2}

e3 ={Da,Ba}

Transaction f: RD

f0 = {Da,Ba+2,Rf}

fl = {Da,Ba+2,Cf1}

f2={Da,Ba+2,Cf2}

f3 ={Da,Ba+2}

Figure 21: Interleaved Read Transaction with Two Dualoct Data Length

The second bubble type tcgypg; is inserted (as a
NOCOP command) by the controller between a WR
and RD command on the COL pins when there is a
WR-WR-RD sequence to the same device. This bubble
enables write data to be retired from the write buffer
without being lost, and is explained in detail in

To Tt Tp T3 Ty Ts Te Ty Tg T Tio Tua T12T13 T Tas T16T17 Tag Tag TooTar

Figure 18. There would be no bubble if address c0 and
address dO were directed to different devices. This
bubble appears on the DQA and DQB pins as tpgyg>
between a write data dualoct D and read data dualoct
Q. This bubble also appears on the ROW pins as

trRBUB2:

T2 T2a T24Tos Tos Tor T28T29 Tao Ta1 T32Tas Taa Tas T36Ta7 Tas Tag TaoTar Taz Tas TaaTas Tas Taz

CTM/CFMI ] 1 ' ' [l 1 ' 1 [l ' ' 1 ] ' [ 1 ] ' I ' I [l 1 [l ' [l 1 I ' [l 1 ] ' [l ' ] ' I 1 ' ' [l 1 ' ' [l :
A Bt b 1ar topy b . el o+ .Transaction e can use the
P tRBUBl P M, : ‘tRBIUBIZI‘ :’ ' same bankas\@nsactlona

ROW2 m ACT a0 ACT b0 xxxxxxxxx ACT c0 ACT do m A\%Teo \X}

.ROWO Y] LI
—IthI'BU'Bz'I......!!l:<!>tCBUBl.!!l.!!l:IIﬁtCBUBz'.—L»::!l

COL4 "I rozi | Rozz | rRoai | rRoa ||V WRbl {WRAD2 | WRcl | WRAc2 Y NOCOP | Nocor Y Rbdo {

_COLo PREX z3 ] || | | AMSK (y2) ]| PREX a3 {MSK (b1) JMSK (b2) kMSK (c1) | MSK (c2) |

tDIBUBll""’:""::tl?B:U‘?Z:F"’: lll.l.ll I Eiil.lllll'tD'BUB'll

DQA8.0 D2 w Q(zl) X Q(zZ) x Q(al) X Q(aZ) X D (bl) X D (b2) X D (c1) X D (c2)

DQB8..0 AN A |

Transaction y: WR

yO {Da Ba+4 Ry}

yl {Da Ba+4 Cyl}

y2 {Da Ba+4 Cy2}

y3 {Da Ba+4}

Transaction z: RD

z0 = {Da,Ba+6,Rz}

z1 ={Da,Ba+6,Cz1}

z2={Da,Ba+6,Cz2}

z3 ={Da,Ba+6}

Transaction a: RD

a0 = {Da,Ba,Ra}

al ={Da,Ba,Cal}

a2={Da,Ba,Ca2}

a3 ={Da,Ba}

Transaction b: WR

b0 ={Da,Ba+2,Rb}

bl ={Da,Ba+2,Cb1}

b2={Da,Ba+2,Cb2}

b3 ={Da,Ba+2}

Transaction ¢: WR

c0 ={Da,Ba+4,Rc}

cl ={Da,Ba+4,Ccl}

c2={Da,Ba+4,Cc2}

c3 ={Da,Ba+4}

Transaction d: RD

d0 = {Da,Ba+6,Rd}

dl ={Da,Ba+6,Cd1}

d2={Da,Bat+6,Cd2}

d3 = {Da,Ba+6}

Transaction e: RD

e0 ={Da,Ba,Re}

el ={Da,Ba,Cel}

e2={Da,Ba,Ce2}

e3 ={Da,Ba}

Transaction f: WR

0 = {Da,Ba+2,Rf}

fl = {Da,Ba+2,Cf1}

f2={Da,Ba+2,Cf2}

f3 = {Da,Ba+2}

Figure 22:

Interleaved RRWW Sequence with Two Dualoct Data Length
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Control Register Transactions

The RDRAM device has two CMOS input pins: SCK
and CMD; and two CMOS input/output pins: SIO0
and S101. These provide serial access to a set of control
registers in the device. Control registers provide
configuration information to the controller during the
initialization process. They also allow an application to
select the appropriate operating mode of the device.

SCK (serial clock) and CMD (command) are driven by
the controller to all devices in parallel. SIO0 and SIO1
are connected (in a daisy chain fashion) from one
device to the next. In normal operation, the data on
S100 is repeated on SIO1, which connects to SIO0 of
the next device (the data is repeated from SIO1 to SIO0
for a read data packet). The controller connects to SIO0
of the first device.

sck . T4 Tao T Ts2 Teg
'i:lfiﬂfifl: A KKK KK LK KL K £ KA K KA K K LA A L A A K LA A A K LA K KA A A KA ALK A AL A A A A K K ALK A A A K A A K K A A A A 1
AR AR R R ARRA R
CMD next transaction €——
N T 1
{ 1111 dob;o 00000000...00000000 00000000...00000000 00000000...00000000 00000000...00000000 1111 m 0
LN
s100
: 1
OOOG SRQ - SV\(R command ‘SA ‘SD S‘INT @OOO
JUUL - JULYY 0
Sy~ Each packet is repeated
S101 from SI00 to SIO1 T
m SRQ - SWR command SA SD SINT m
— — A : JHUYY 0

Figure 23: Serial Write (SWR) Transaction to Control Register

Write and read transactions are each composed of four
packets, as shown in Figure 23 and Figure 24. Each
packet consists of 16 bits, as summarized in Table 13
and Table 14. The packet bits are sampled on the falling
edge of SCK. A transaction begins with a SRQ (Serial
Request) packet. This packet is framed with a 11110000
pattern on the CMD input ( CMD bits are sampled on
both the falling and the rising edge of SCK). The SRQ
packet contains the SOP3..SOPQ (Serial Opcode) field
which selects the transaction type. The SDEV5..SDEV0
(Serial Device address) selects one of the 32 devices. If
SBC (Serial Broadcast) is set, all devices are selected.
The SA (Serial Address) packet contains a 12 bit
address for selecting a register.

A write transaction has a SD (Serial Data) packet next.
This contains 16 bits of data that is written into the
selected control register. A SINT (Serial Interval)
packet is last, providing some delay for any side-
effects to take place. A read transaction has a SINT
packet, then a SD packet. This provides delay for the
selected device to access the control register. The SD
read data packet travels in the opposite direction
(towards the controller) from the other packet types.
Because the device drives data on the falling SCK edge,
the read data transmit window is offset tgcyc /2 rela-
tive to the other packet types. The SCK cycle time will
accomodate the total propagation delay.

sck . Ta T2o BES Tso Tes
IR R R R
CMD next transaction [¢——
P S S D
ll‘ll 0000 00000000...00000000 00000000...00000000 00000000...00000000 00000000...00000000 m 1111}
[LIALL J 0
C controller drives
sioo SINTIE. SINTO/{7+240 on 510G 1
s o \ e
J UL UL - - m—— . 0
5’ Ol ! First 3 packets are repeated | non-addyessed RORANM devices )as|Q—§- adpfessed RDRAM drjves +—
> ! 1 from S100 to SIO1 0/SD15..SD0/0 fiom SI101 o SIO0~ i 0/SD15..SDD/0 oh SIQO (dark-gray) 1
m SRQ - SRD command SA SINT
i H H T T T 0

Figure 24: Serial Read (SRD) Transaction Control Register
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Control Register Packets

Table 13 summarizes the formats of the four packet
types for control register transactions. Table 14
summarizes the fields that are used within the packets.

Figure 25 shows the transaction format for the SETR,
CLRR, and SETF commands. These transactions
consist of a single SRQ packet, rather than four packets
like the SWR and SRD commands. The same framing
sequence on the CMD input is used, however.

o I

00000000...00000000

X:XX:) S‘RQ packet - SETR/CLRR/SETF

The packet is repeated
from S100 to S101

v
Siol OOOQ SRQ packet - SETR/CLRR/SETF

Figure 25: SETR, CLRR,SETF Transaction

CMD “1111 0000)

S100

s

SE=&

Table 13: Control Register Packet Formats

SCK SI100 or S100 or S100 or S100 or SCK S100 or S100 or S100 or S100 or

Cycle SIOo1 SIo1 SIOo1 SIo1 Cycle SIo1 SIo1 SIo1 SIOo1
for SRQ for SA for SINT for SD for SRQ for SA for SINT for SD

0 rsrv rsrv 0 SD15 8 SOP1 SA7 0 SD7

1 rsrv rsrv 0 SD14 9 SOPO SA6 0 SD6

2 rsrv rsrv 0 SD13 10 SBC SA5 0 SD5

3 rsrv rsrv 0 SD12 11 SDEV4 SA4 0 SD4

4 rsrv SAll 0 SD11 12 SDEV3 SA3 0 SD3

5 SDEV5 SA10 0 SD10 13 SDEV2 SA2 0 SD2

6 SOP3 SA9 0 SD9 14 SDEV1 SAl 0 SD1

7 SOP2 SA8 0 SD8 15 SDEV0 SA0 0 SDO

Table 14: Field Description for Control Register Packets

Field Description

rsrv Reserved. Should be driven as “0” by controller.

SOP3..SOP0O 0000 - SRD. Serial read of control register {SA11..SA0} of RDRAM device {SDEV5..SDEV0}.

0001 - SWR. Serial write of control register {SA11..SA0} of RDRAM device {SDEV5..SDEVO0}.

0010 - SETR. Set Reset bit, all control registers assume their reset values.2 Must be followed by a delay and a CLRRP,

0100 - SETF. Set fast (normal) clock mode. 4 tscyc g delay until next command.

1011 - CLRR. Clear Reset bit, all control registers retain their reset values.? 4 tgcycy g delay until next command.

1111 - NOP. No serial operation.

0011, 0101-1010, 1100-1110 - RSRV. Reserved encodings.

SDEV5..SDEV0

Serial device. Compared to SDEVID5..SDEVIDO field of INIT control register field to select the RDRAM device to
which the transaction is directed.

SBC Serial broadcast. When set, RDRAM devices ignore {SDEV5..SDEV0} for RDRAM device selection.
SA11..SA0 Serial address. Selects which control register of the selected RDRAM device is read or written.
SD15..SD0 Serial data. The 16 bits of data written to or read from the selected control register of the selected RDRAM device.

a. The SETR and CLRR commands must always be applied in two successive transactions to RDRAM devices; i.e. they may not be used in
isolation. This is called “SETR/CLRR Reset”.
b. A minimum gap equal to the larger of {16=tscyc g, 2816 =tcyc g} must be inserted between a SETR/CLRR command pair.
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Initialization
To LI

SCK RNV SYNY ST S SV SV SV YV SYSY ST SY SV SI Ny yry 1
A
T 1

CMD Qo?oonoo 00000000...00000000 m
-— 0
1

S100 OOO@ : 0000000000000000 OOOO
The packet is repeated 0

from SI100 to SIO1

v

Figure 26: SIO Reset Sequence

0000000000000000

Initialization refers to the process that a controller must
go through after power is applied to the system or the
system is reset. The controller prepares the RDRAM
sub-system for normal Channel operation by (prima-
rily) using a sequence of control register transactions
on the serial CMOS pins. The following steps outline
the sequence seen by the various memory subsystem
components (including the RDRAM components)
during initialization. This sequence is available in the
form of reference code. Contact Rambus Inc. for more
information.

1.0 Start Clocks - This step calculates the proper clock
frequencies for PCIk (controller logic), SynClk (RAC
block), RefClk (DRCG component), CTM (RDRAM
component), and SCK (SIO block).

2.0 RAC Initialization - This step causes the INIT
block to generate a sequence of pulses which resets the
RAC, performs RAC maintainance operations, and
measures timing intervals in order to ensure clock
stability.

3.0 RDRAM device Initialization - This stage
performs most of the steps needed to initialize the
RDRAM devices. The rest are performed in stages 5.0,
6.0, and 7.0. All of the steps in 3.0 are carried out
through the SIO block interface.

0 3.1/3.2 SIO Reset - This reset operation is
performed before any SIO control register read or
write transactions. It clears six registers (TEST34,
CCA, CCB, SKIP, TEST78, and TEST79) and places
the INIT register into a special state (all bits cleared
except SKP and SDEVID fields are set to ones).
SCK must be held low until SIOReset.

3.3 Write TEST77 Register - The TEST77 register
must be explicitly written to all zeros before any
other registers are read or written.

3.4 Write TCYCLE Register - The TCYCLE register
is written with the cycle time tCYCLE of the CTM
clock (for Channel and RDRAMS) in units of 64ps.
The tCYCLE value is determined in stage 1.0.

3.5 Write SDEVID Register - The SDEVID (serial
device identification) register of each RDRAM
device is written with a unique address value so
that directed SIO read and write transactions can
be performed. This address value increases from 0
to 31 according to the distance an RDRAM device
is from the ASIC component on the SIO bus (the
closest RDRAM device is address 0).

3.6 Write DEVID Register - The DEVID (device
identification) register of each RDRAM device is
written with a unique address value so that
directed memory read and write transactions can
be performed. This address value increases from 0
to 31. The DEVID value is not necessarily the same
as the SDEVID value. RDRAM devices are sorted
into regions of the same core configuration
(number of bank, row, and column address bits
and core type).

3.7 Write PDNX,PDNXA Registers - The PDNX
and PDNXA registers are written with values that
are used to measure the timing intervals connected
with an exit from the PDN (powerdown) power
state.

3.8 Write NAPX Register - The NAPX register is
written with values that are used to measure the
timing intervals connected with an exit from the
NAP power state.

3.9 Write TPARM Register - The TPARM register
is written with values which determine the time
interval between a COL packet with a memory
read command and the Q packet with the read
data on the Channel. The values written set each
RDRAM device to the minimum value permitted
for the system. This will be adjusted later in stage
6.0.

3.10 Write TCDLY1 Register - The TCDLY1
register is written with values which determine the
time interval between a COL packet with a
memory read command and the Q packet with the
read data on the Channel. The values written set
each RDRAM device to the minimum value
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permitted for the system. This will be adjusted
later in stage 6.0.

0 3.11 Write TFRM Register - The TFRM register is
written with a value that is related to the tycp
parameter for the system. The tgcp parameter is
the time interval between a ROW packet with an
activate command and the COL packet with a read
or write command.

0 3.12 SETR/CLRR - Each RDRAM device is given a
SETR command and a CLRR command through
the SIO block. This sequence performs a second
reset operation on the RDRAM devices.

0 3.13 Write CCA and CCB Registers - These regis-
ters are written with a value halfway between their
minimum and maximum values. This shortens the
time needed for the RDRAM devices to reach their
steady-state current control values in stage 5.0.

0 3.14 Powerdown Exit - The RDRAM devices are in
the PDN power state at this point. A broadcast
PDNEXxit command is performed by the SIO block
to place the RDRAM devices in the RLX (relax)
power state in which they are ready to receive
ROW packets.

0 3.15 SETF - Each RDRAM device is given a SETF
command through the SI1O block. One of the oper-
ations performed by this step is to generate a value
for the AS (autoskip) bit in the SKIP register and

fix the RDRAM device to a particular read domain.

4.0 Controller Configuration- This stage initializes the
controller block. Each step of this stage will set a field
of the ConfigRMC[63:0] bus to the appropriate value.
Other controller implementations will have similar
initialization requirements, and this stage may be used
as a guide.

0 4.1 Initial Read Data Offset- The ConfigRMC bus
is written with a value which determines the time
interval between a COL packet with a memory
read command and the Q packet with the read
data on the Channel. The value written sets
RMC.d1 to the minimum value permitted for the
system. This will be adjusted later in stage 6.0.

0 4.2 Configure Row/Column Timing - This step
determines the values of the tgas min: tReMING
tre MIN: tRep MING TRR MIN: @Nd tpp iy RDRAM
device timing parameters that are present in the
system. The ConfigRMC bus is written with values
that will be compatible with all RDRAM devices
that are present.

4.3 Set Refresh Interval - This step determines the
values of the tger max RDRAM timing parameter
that are present in the system. The ConfigRMC bus
is written with a value that will be compatible with
all RDRAM devices that are present.

O

0 4.4 Set Current Control Interval - This step deter-
mines the values of the tcctr. max RDRAM
timing parameter that are present in the system.
The ConfigRMC bus is written with a value that
will be compatible with all RDRAM devices that
are present.

0 4.5 Set Slew Rate Control Interval - This step
determines the values of the trgppyax RDORAM
timing parameter that are present in the system.
The ConfigRMC bus is written with a value that
will be compatible with all RDRAM devices that
are present.

0 4.6 Set Bank/Row/Col Address Bits - This step
determines the number of RDRAM bank, row, and
column address bits that are present in the system.
It also determines the RDRAM core types (inde-
pendent, doubled, or split) that are present. The
ConfigRMC bus is written with a value that will be
compatible with all RDRAM devices that are
present.

5.0 RDRAM Current Control - This step causes the
INIT block to generate a sequence of pulses which
performs RDRAM maintainance operations.

6.0 RDRAM Core, Read Domain Initialization- This
stage completes the RDRAM device initialization

0 6.1 RDRAM Core Initialization - A sequence of
192 memory refresh transactions is performed in
order to place the cores of all RDRAM devices into
the proper operating state.

0 6.2 RDRAM device Read Domain Initialization -
A memory write and memory read transaction is
performed to each RDRAM device to determine
which read domain each RDRAM device occupies.
The programmed delay of each RDRAM device is
then adjusted so the total RDRAM read delay
(propagation delay plus programmed delay) is
constant. The TPARM and TCDLY1 registers of
each RDRAM device are rewritten with the appro-
priate read delay values. The ConfigRMC bus is
also rewritten with an updated value.

7.0 Other RDRAM Register Fields - This stage
rewrites the INIT register with the final values of the
LSR, NSR, and PSR fields.
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In essence, the controller must read all the read-only
configuration registers of all RDRAM devices (or it
must read the SPD device present on each RIMM), it
must process this information, and then it must write
all the read-write registers to place the RDRAM
devices into the proper operating mode.

Initialization Note [1]: During the initialization
process, it is necessary for the controller to perform 128
current control operations (3xCAL, 1XCAL/SAM) and
one temperature calibrate operation (TCEN/TCAL)
after reset or after powerdown (PDN) exit.

Initialization Note [2]: There are two classes of
64/72Mbit RDRAM device. They are distinguished by
the “S28IECO” bit in the SPD. The behavior of the
RDRAM device at initialization is slightly different for
the two types:

S28IECO=0: Upon powerup the device enters ATTN
state. The serial operations SETR, CLRR, and SETF are
performed without requiring a SDEVID match of the
SBC bit (broadcast) to be set.

S28IECO=1: Upon powerup the device enters PDN
state. The serial operations SETR, CLRR, and SETF
require a SDEVID match.

See the document detailing the reference initialization
procedure for more information on how to handle this
in a system.

Initialization Note [3]: After the step of equalizing the
total read delay of each RDRAM device has been

completed (i.e. after the TCDLY0 and TCDLY1 fields
have been written for the final time), a single final
memory read transaction should be made to each
RDRAM device in order to ensure that the output
pipeline stages have been cleared.

Initialization Note [4]: The SETF command (in the
serial SRQ packet) should only be issued once during
the Initialization process, as should the SETR and
CLRR commands.

Initialization Note [5]: The CLRR command (in the
serial SRQ packet) leaves some of the contents of the
memory core in an indeterminate state.

Control Register Summary

Table 15 summarizes the RDRAM control registers.
Detail is provided for each control register in Figure 27
through Figure 43. Read-only bits which are shaded
gray are unused and return zero. Read-write bits
which are shaded gray are reserved and should always
be written with zero. The RIMM SPD Application Note
(DL-0054) describes additional read-only configuration
registers which are present on Direct RIMMSs.

The state of the register fields are potentially affected
by the SIO Reset operation or the SETR/CLRR opera-
tion. This is indicated in the text accompanying each
register diagram.

Table 15: Control Register Summary

SA11.SA0 [ Register Field read-write/ read-only | Description
0214 INIT SDEVID read-write, 6 bits Serial device ID. Device address for control register read/write.
PSX read-write, 1 bit Power select exit. PDN/NAP exit with device addr on DQADS..0.
SRP read-write, 1 bit SIO repeater. Used to initialize RDRAM devices.
NSR read-write, 1 bit NAP self-refresh. Enables self-refresh in NAP mode.
PSR read-write, 1 bit PDN self-refresh. Enables self-refresh in PDN mode.
LSR read-write, 1 bit Low power self-refresh. Enables low power self-refresh.
X read-only, 1 bit Output undefined.
DIS read-write, 1 bit RDRAM device disable.
IDM read-write, 1 bit IDM mode enable. IDM=0 for version 1, 3 devices. IDM =1 for version 2
devices.
02246 TEST34 TEST34 read-write, 16 bits Test register.
02346 CNFGA REFBIT read-only, 3 bit Refresh bank bits. Used for multi-bank refresh.
DBL read-only, 1 bit Double. Specifies doubled-bank architecture
MVER read-only, 6 bit Manufacturer version. Manufacturer identification number.
PVER read-only, 6 bit Protocol version. Specifies version of Direct protocol supported.
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Table 15: Control Register Summary (Continued)

SA11..SAO0 | Register Field read-write/ read-only | Description
0244¢ CNFGB BYT read-only, 1 bit Byte. Specifies an 8-bit or 9-bit byte size.
DEVTYP read-only, 3 bit Device type. Device can be RDRAM device or some other device cate-
gory.
SPT read-only, 1 bit Split-core. Each core half is an individual dependent core.
CORG read-only, 6 bit Core organization. Bank, row, column address field sizes.
SVER read-only, 6 bit Stepping version. Mask version number.
04044 DEVID DEVID read-write, 5 bits Device ID. Device address for memory read/write.
041, REFB REFB read-write, five bits Refresh bank. Next bank to be refreshed by self-refresh.
04244 REFR REFR read-write, nine bits | Refresh row. Next row to be refreshed by REFA, self-refresh.
043¢ CCA CCA read-write, 7 bits Current control A. Controls Ig_ output current for DQA.
ASYMA read-write, 1 bits Asymmetry control. Controls asymmetry of Vo /Vgp swing for DQA.
04446 CCB ccB read-write, 7 bits Current control B. Controls I, output current for DQB.
ASYMB read-write, 1 bits Asymmetry control. Controls asymmetry of Vo /Vop swing for DQB.
0454¢ NAPX NAPXA read-write, 5 bits NAP exit. Specifies length of NAP exit phase A.
NAPX read-write, 5 bits NAP exit. Specifies length of NAP exit phase A + phase B.
DQS read-write, 1 bits DQ select. Selects CMD framing for NAP/PDN exit.
04644 PDNXA PDNXA read-write, 13 bits PDN exit. Specifies length of PDN exit phase A.
0474 PDNX PDNX read-write, 13 bits PDN exit. Specifies length of PDN exit phase A + phase B.
04846 TPARM TCAS read-write, 2 bits tcas.c core parameter. Determines toppp datasheet parameter.
TCLS read-write, 2 bits tcLs.c core parameter. Determines tcac and topep parameters.
TCDLYO read-write, 3 bits tcpLyo-c core parameter. Programmable delay for read data.
04946 TFRM TFRM read-write, 4 bits trrm-c COre parameter. Determines ROW-COL packet framing interval.
Odayg TCDLY1 TCDLY1 read-write, 3 bits tcpLy1-c core parameter. Programmable delay for read data.
04cqg TCYCLE TCYCLE read-write, 14 bits tcycLe datasheet parameter. Specifies cycle time in 64ps units.
04bqg SKIP AS read-only, 1 bit Autoskip value established by the SETF command.
MSE read-write, 1 bit Manual skip enable. Allows the MS value to override the AS value.
MS read-write, 1 bit Manual skip value.
04d4¢. TEST77 TEST77 read-write, 16 bits Test register. Write with zero after SIO reset.
0Odeqq. TEST78 TEST78 read-write, 16 bits Test register.
04f 6. TEST79 TEST79 read-write, 16 bits Test register. Do not read or write after SIO reset.
0554¢ TCPS TCPS read-write, 2 bits tcps.c core parameter. Determines toppp parameters (Version 3 only).
0804¢ - Off1g | reserved reserved vendor-specific Vendor-specific test registers. Do not read or write after SIO reset.
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. ] j Read/write register.
Control Register: INIT Address: 0214 Reset values are undefined except as affected by SIO Reset as
noted below. SETR/CLRR Reset does not affect this register.

SDE SDEVID5..0 - Serial Device Identification. Compared to SDEV5..0
IDMVID|DIS| X LSRIPSRINSRSRP|PSX| 0 | SDEVID4.SDEVIDO serial address field of serial request packet for register read/write

transactions. This determines which RDRAM device is selected for
P the register read or write operation. SDEVID resets to 3fyg.

1514 13 12 11 10 9 8 7 6 5 4 3 2 1 0

L p PSX - Power Exit Select. PDN and NAP are exited with (=0) or without (=1) a device
address on the DQAGS..0 pins. PDEV5 (on DQAD5) selectes broadcast (1) or directed (0) exit.
For a directed exit, PDEV4..0 (on DQAA4..0) is compared to DEVIDA4..0 to select a device.

SRP - SIO Repeater. Controls value on SI01; SIO1=SI100 if SRP=1, SIO1=1 if SRP=0. SRP
resets to 1.

—» NAP Self-Refresh. NSR=1 enables self-refresh in NAP mode.NSR can’t be set while in NAP
mode. NSR resets to 0.

L » PDN Self-Refresh. PSR=1 enables self-refresh in PDN mode. PSR can’t be set while in PDN
mode. PSR resets to 0.

v

Low Power Self-Refresh. LSR=1 enables longer self-refresh interval. The self-refresh
supply current is reduced. LSR resets to 0.

P Read-only bit. Output undefined.
N
Ll

RDRAM Disable. DIS=1 causes RDRAM device to ignore NAP/PDN exit sequence, DIS=0
permits normal operation. This mechanism disables an RDRAM device. DIS resets to 0.

» IDM mode enable. IDM=0 for protocol version 1, 3 devices. IDM=1 for protocol version 2
devices.

Figure 27: INIT Register

Control Register: CNFGA Address: 023, | Read-only register.

1514 13 12 11 10 9 8 7 6 5 4 3 2 1 0 REFBIT2..0 - Refresh Bank Bits. Specifies the number
PVER5.0 MVERS..0 DBL| REFBIT2.0 of bank address bits used by REFA and REFP
= 000001 =mmmmmm commands. Permits multi-bank refresh in future

Il | L Ly RDRAM devices.

DBL - Doubled-Bank. DBL=1 means the device uses a
doubled-bank architecture with adjacent-bank depen-
dency. DBL=0 means no dependency.

. MVERS5..0 - Manufacturer Version. Specifies the
" manufacturer identification number.

. PVERS..0 - Protocol Version. Specifies the Direct
" Protocol version used by this device:

Note: In RDRAM devices with protocol version 1 PVER[5:0] = 0- Comp“ant with version 0.62

000001, the range of the PDNX field (PDNX[2:0] in the PDNX 1-Version1

register) may not be large enough to specify the location of the _ : : +

restricted interval in Figure 49. In this case, the effective tg, 2 Vers!on 2 (VEI’S!OFI 1 IDM)

parameter must increase and no row or column packets may 3 - Version 3 (VBI'SIOI’I 1+ Pfogfammab|e 1:CPS)

overlap the restricted interval. See Figure 49 and Table 17.

Figure 28: CNFGA Register
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Read-only register.

Control Register: CNFGB Address: 0244

151413121110 9 8 7 6 5 4 3 2 1 O BYT - Byte width. B=1 means the device reads and
SVERS..0 CORG4..0 SPT| DEVTYP2..0 |BYT] -}

= ssssss = 01000 writes 9-bit memory bytes. B=0 means 8 bits.

I | DEVTYP2..0 - Device type. DEVTYP =000 means
L that this device is an RDRAM device.

SPT - Split-core. SPT=1 means the core is split, SPT=0 means it is not.

L———p CORGA4..0 - Core organization. This field specifies the number of
bank (five), row (nine), and column (seven) address bits.

» SVERS..0 - Stepping version. Specifies the mask version number of
this device.
Figure 29: CNFGB Register
Control Register: TEST34 Address: 0224 Control Register: DEVID Address: 0404
1514 13 12 11 10 9 8 7 6 5 4 3 2 1 0 1514 13 12 11 10 9 8 7 6 5 4 3 2 1 0
ooooooooooooooool o|lojofofojo|ofofo|O]O DEVID4..DEV|DoI
Write-only register. Read/write register.
Reset value of TEST34 is zero (from SIO Reset) Reset value is undefined.
This register is used for testing purposes. It must Device Identification register.
not be read or written after SIO Reset. DEVIDA4..DEVIDO is compared to DR4..DRO,
DC4..DCO0, and DX4..DXO0 fields for all memory
read or write transactions. This determines which
RDRAM device is selected for the memory read or
write transaction.
Figure 30: TEST Register Figure 31: DEVID Register
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Control Register: REFB Address: 0414

1514 13 12 11 10 9 8 7 6 5 4 3 2 1 O

ofoj(o0jO0O|O|O|O|JOfO|O]|O REFB3.REFBO l

Read/write register.

Reset value is zero (from SETR/CLRR).

Refresh Bank register.

REFB4..REFBO is the bank that will be refreshed
next during self-refresh. REFB4..0 is incremented
after each self-refresh activate and precharge
operation pair.

Control Register: REFR Address: 0424¢

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

0j|0|0|0Of0O|0O]O0 REFR8..REFR0 I

Read/write register.

Reset value is zero (from SETR/CLRR).

Refresh Row register.

REFR8..REFRO is the row that will be refreshed
next by the REFA command or by self-refresh.
REFRS..0 is incremented when BR4..0=1..1 for the
REFA command. REFRS..0 is incremented when
REFB4..0=1..1 for self-refresh.

Figure 32: REFB Register

Figure 34: REFR Register

Control Register: CCA Address: 0435

1514 13 12 1110 9 8 7 6 5 4 3 2 1 0

AIYMt l
0]0|0|0[0O[O0O[O0([O0], CCAB6..CCA0

Read/write register.

Reset value is zero (SETR/CLRR or SIO Reset).
CCAG6..CCAO - Current Control A. Controls the
lo output current for the DQAS8..DQAQ pins.

ASYMAQ control the asymmetry of the Vg, /VgH
voltage swing about the Vggg reference voltage
for the DQAS..0 pins:

Control Register: CCB Address: 0445

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

sYMB
0]{0|0[0OfO[0]|0]|0], CCB6..CCB0

Read/write register.

Reset value is zero (SETR/CLRR or SIO Reset).
CCB6..CCBO - Current Control B. Controls the 15,
output current for the DQB8..DQBO pins.

ASYMBO control the asymmetry of the Vo /VonH
voltage swing about the Vg reference voltage
for the DQB8..0 pins:

Figure 33: CCA Register

Figure 35. CCB Register
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Control Register: NAPX Address: 0454 Read/write register.
Reset value is undefined for Version 1, 2.
151413121110 9 8 7 6 5 4 8 2 1 0 Reset value is 0525,4 (SIOReset) - Version 3.
o|lojo|o]|o0pe NAPX4..0 NAPXA4.0 Note - tscyeLE IS teyeLgr (SCK cycle time).

| ol | NAPXAA4..0 - Nap Exit Phase A. This field speci-
> fies the number of SCK cycles during the first
phase for exiting NAP mode. It must satisfy:
NAPXA=tscycLe = InaPxA MAX
Do not set this field to zero.

—® NAPX4.0 - Nap Exit Phase A plus B. This field specifies the number of
SCK cycles during the first plus second phases for exiting NAP mode. It
must satisfy:

NAPXetscycLe = NAPXA=tscycLE+tnaPxB MAX
Do not set this field to zero.

» DQS - DQ Select. This field specifies the number of SCK cycles (0 => 0.5
cycles, 1 => 1.5 cycles) between the CMD pin framing sequence and the
device selection on DQ5..0. See Figure 49 - This field must be written
with a “1” for this RDRAM device.

Figure 36: NAPX Register

Control Register: PDNXA Address: 0464 Control Register: PDNX Address: 0474

1514 13 12 11 10 9 8 7 6 5 4 3 2 1 O 151413121110 9 8 7 6 5 4 3 2 1 0

olo]o PDNXA12..0 l olo]|o PDNX12..0 l

Read/write register.
Reset value is undefined for Version 1, 2.

Read/write register. Reset value is 0007,4 (SIOReset) - Version 3.
Reset value is undefined for Version 1, 2. PDNX4..0 - PDN Exit Phase A plus B. This field
Reset value is 0008, (SIOReset) - Version 3. specifies the number of (256=SCK cycle) units
PDNXAA4..0 - PDN Exit Phase A. This field speci- during the first plus second phases for exiting
fies the number of (64=SCK cycle) units during PDN mode. It should satisfy:
the first phase for exiting PDN mode. It must PDNX=256*tscycLg > PDNXA=64etcycl g+
satisfy. thDNXB,MAX
PDNXA=64=tscycl g = tppnxa MAX If this cannot be satisfied, then the maximum
Do not set this field to zero. PDNX value should be written, and the tg,/t, 4
Note - only PDNXADS..0 are implemented. timing window will be modified (see Figure 50).
Note - tscycLE IS teycLer (SCK cycle time). Do not set this field to zero.

Note - only PDNX2..0 are implemented.
Note - tscyerE IS teycLgr (SCK cycle time).

Figure 37: PDNXA Register Figure 38: PDNX Register
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The equations relating the core parameters to the datasheet
parameters follow:

tcas-c = 2*tcycLe

teLsc = 2=teyeLe

Control Register: TPARM

Address: 0485

1514 13 12 11 10 9 8 7 6 5 4 3 2 1 0

o[0|j]O|JOfO|OJO]|OfO TCDLYO TCLS | TCAS

tcps_c = 1.tCYCLE Version 1,2,3 (600/800/1066'\/' HZ)

Read/write register.

Reset value is undefined.

TCASL..0 - Specifies the tcas.c core parameter in
tCYCLE units. This should be “10” (Z.tCYCLE)'

torrp = tepsc t+ teas-c *toLsc - 1=teyeLe

=4eteyeLE Version 1, 2, 3 (600/800/1066MHz)
tred = trep-c *+ 1*teyeLe - toLsc

=trepc - 1=tcycLe

tcac = 3*teyeLe + tersc * tepyo-c +tepLyic

TCLS1..0 - Specifies the tc| 5.c core parameter in
(see table below for programming ranges))

tCYCLE units. Should be “10” (Z.tCYCLE)'

cAC tcac tcac

t
TCDLYO |t c [TCDLY1|t .
ChLYo-C COLYL-C | @ty £=3.305|@tcy e £=2.5NS|@tcy e £=1.8750s

TCDLYO - Specifies the tcp yo.c cOre parameter in

tcycL g units. This adds a programmable delay to 011 [3*cvcie| 000 [0*cvcie| 8tcvere | B'tevcie B*teyeLe®
Q (read data) packets, permitting round trip read 011 |3*tcycre| 001 |Ttoyere| 9tevele toyoe | notallowed
R - . - 4% 0* 9* 9* 9*

delay to all devices to be equalized. This field may 100 . fovoLe] 000 . foveLe - lovoLe - lovoLe fovoLe

. R « . 011 *teyere| 010 *toyeLe *teyeLE *toycLE not allowed
be written with the values “010” (2etcycLp) 0 TP o o e T s "

hrough “101” (5=t )
t g CYCLE/- 100 |#*tcycle| 010 [2*tcycie| 11*tcvele W*teveLe *teyeLe
101 [5*tcycie| 010 [2*tcycie| 12*tcycle 12*tcycLe 12*tcyeLe

aUsed only for device bins that support tcac = 8

Figure 39: TPARM Register

Control Register: TFRM

Address: 0494

Control Register: TCDLY1

Address: 04a,¢

1514 13 12 11 10 9 8 7 6 5 4 3 2 1 0

0o(0o(0|jO|O|O|O|O|O]jO|OfO TFRM3..0|

Read/write register.
Reset value is undefined.

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

OOOOOOOOOOOOOTCDLYll

Read/write register.
Reset value is undefined.

TFRMS3..0 - Specifies the position of the framing
point in tcyc g units. This value must be greater
than or equal to the tggp vy Parameter. This is
the minimum offset between a ROW packet
(which places a device at ATTN) and the first
COL packet (directed to that device) which must
be framed. This field may be written with the
values “0111” (7=tcycg) through #1010
(10*tcycLp)- TFRM is usually set to the value
which matches the largest tgcp vy Parameter
(modulo 4=tcyc p) that is present in an RDRAM
device in the memory system. Thus, ifan RDRAM
device with tgcp vin = 1l=teycLg Were present,
then TFRM would be programmed to 7=tcyc| g

TCDLY1 - Specifies the value of the tcp yi.c core
parameter in tcyc g Units. This adds a program-
mable delay to Q (read data) packets, permitting
round trip read delay to all devices to be equal-
ized. This field may be written with the values
“000” (O=tcycyg) through “010” (2=tcycLg)- Refer
to Figure 39 for more details.

Figure 40: TFRM Register

Figure 41: TCDLY1 Register
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Control Register: SKIP Address: 04b4g

1514 13 12 11 10 9 8 7 6 5 4 3 2 1 0

OOOASMSjMSOOOOOOOOOO|

Write-only register (except AS field).

Reset value is zero (SIO Reset).

AS - Autoskip. Read-only value determined by
autoskip circuit and stored when SETF serial
command is received by RDRAM device during
initialization. In Figure 61, AS=1 corresponds to
the early Q(al) packet and AS=0 to the Q(al)
packet one tcyc g later for the four uncertain
cases.

MSE - Manual skip enable (0O=auto, 1=manual).
MS - Manual skip (MS=1corresponds to the early
Q(al) packet and MS=0 to the Q(al) packet one
tcycLg later for the four uncertain cases in Figure
61.)

Control Register: TCYCLE Address: 04cq¢

1514 1312 1110 9 8 7 6 5 4 3 2 1 O

(0 0] TCYCLE13. TCYCLEO l

Read/write register.

Reset value is undefined

TCYCLEL13..0 - Specifies the value of the operating
t cycLg in 64ps units. For an operating tcycp g Of
2.5ns (2500ps), this field should be written with
the value “00027,5” (39+64ps).

Figure 42: SKIP Register

Figure 44: TCYCLE Register

Control Register: TEST77
Control Register: TEST78
Control Register: TEST79

Address: 04d g
Address: 04eq¢
Address: 04f;4

1514 13 12 11 10 9 8 7 6 5 4 3 2 1 0

0000000000000000'

Read/write registers.

Reset value of TEST78,79 is zero ( SIO Reset).

Do not read or write TEST78,79 after SIO reset.
TEST77 must be written with zero after SIO reset.
These registers must only be used for testing.

Control Register: TCPS | Address: 055,

1514 1312 1 10 9 8 7 6 5 4 3 2

Read/write register.

Reset value is 00015 (SETR/CLRR Reset).

TCPS - specifies the value of the tcpg_¢ core
parameter in tcyc g units. This adds a program-
mable delay to toerp . This field may be written
with values “01” (1=tcyc g) through “117

B=tcycLe)-
For 600/800/1066MHz Version 3 devices the
contents of this register must remain 0001,4.

Note: This register is implemented (as stated
above) in a Version 3 device and not implemented
in a Version 1, 2 device.

Figure 43: TEST Registers

Figure 45: Control Register
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Power State Management

Table 16 summarizes the power states available to an
RDRAM device. In general, the lowest power states
have the longest operational latencies. For example,
the relative power levels of PDN state and STBY state
have a ratio of about 1:110, and the relative access
latencies to get read data have a ratio of about 250:1.

PDN state is the lowest power state available. The
information in the RDRAM core is usually maintained
with self-refresh; an internal timer automatically
refreshes all rows of all banks. PDN has a relatively

long exit latency because the TCLK/RCLK block must
resynchronize itself to the external clock signal.

NAP state is another low-power state in which either
self-refresh or REFA-refresh are used to maintain the
core. See “Refresh” on page 42 for a description of the
two refresh mechanisms. NAP has a shorter exit
latency than PDN because the TCLK/RCLK block
maintains its synchronization state relative to the
external clock signal at the time of NAP entry. This
imposes a limit (ty_miT) ©N how long an RDRAM
device may remain in NAP state before briefly
returning to STBY or ATTN to update this synchroni-
zation state.

Table 16: Power State Summary

Power i Blocks consuming Power . Blocks consuming
Description Description
State power State power
PDN Powerdown state. Self-refresh NAP Nap state. Similar to Self-refresh or
PDN except lower REFA-refresh
wake-up latency. TCLK/RCLK-Nap
STBY Standby state. REFA-refresh ATTN Attention state. REFA-refresh
Ready for ROW TCLK/RCLK Ready for ROW and TCLK/RCLK
packets. ROW demux receiver COL packets. ROW demux receiver
COL demux receiver
ATTNR Attention read state. REFA-refresh ATTNW Attention write state. REFA-refresh
Ready for ROW and TCLK/RCLK Ready for ROW and TCLK/RCLK
COL packets. ROW demux receiver COL packets. ROW demux receiver
Sending Q (read data) COL demux receiver Ready for D (write data) | COL demux receiver
packets. DQ mux transmitter packets. DQ demux receiver
Core power Core power

Figure 46 summarizes the transition conditions needed
for moving between the various power states. At
initialization, the SETR/CLRR Reset sequence will put
the RDRAM device into PDN state. The PDN exit
sequence involves an optional PDEV specification and
bits on the CMD and SIOO0 pins.

Once the RDRAM device is in STBY, it will move to the
ATTN/ATTNR/ATTNW states when it receives a non-
broadcast ROWA packet or non-broadcast ROWR
packet with the ATTN command. The RDRAM device
returns to STBY from these three states when it
receives a RLX command. Alternatively, it may enter
NAP or PDN state from ATTN or STBY states with a
NAPR or PDNR command in an ROWR packet. The
PDN or NAP exit sequence involves an optional PDEV
specification and bits on the CMD and SIOO0 pins. The
RDRAM device returns to the STBY state when exiting
NAP or PDN.

An RDRAM device may only remain in NAP state for
a time ty v 1t must periodically return to ATTN or
STBY.

The NAPRC command causes a hapdown operation if
the RDRAM device’s NCBIT is set. The NCBIT is not
directly visible. It is undefined on reset. It is set by a
NAPR command to the RDRAM device, and it is
cleared by an ACT command to the RDRAM device. It
permits a controller to manage a set of RDRAM
devices in a mixture of power states.

STBY state is the normal idle state of the RDRAM
device. In this state all banks and sense amps have
usually been left precharged and ROWA and ROWR
packets on the ROW pins are being monitored. When a
non-broadcast ROWA packet or non-broadcast ROWR
packet (with the ATTN command) packet addressed to
the RDRAM device is seen, the RDRAM device enters
ATTN state (see the right side of Figure 47). This
requires a time tga during which the RDRAM device
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activates the specified row of the specified bank. A
time TFRM ety g after the ROW packet, the RDRAM
device will be able to frame COL packets (TFRM is a
control register field - see Figure 40). Once in ATTN
state, the RDRAM device will automatically transition
to the ATTNW and ATTNR states as it receives WR
and RD commands.

automatic
d

( aTTnNR ) S ATTNW )
5 5 automatic 5 5
gl | € E| | €
2 8 2 8
3, 3 3 3
oV | © © ©
( ATTN ¢
o o t
§ > % NLIMIT)
x |9 Z NAPR
L
NAPR
NAP
PDEV.CMD<=3100
- J
PDNR
PDNR
PDN
PDEV.CMD=SIO0
o [nd
z x o ;f_)
21l S| S
4 y SETR/CLRR

[

STBY

Notation:
SETR/CLRR - SETR/CLRR Reset sequence in SRQ packets
PDNR - PDNR command in ROWR packet
NAPR - NAPR command in ROWR packet
RLXR - RLX command in ROWR packet
RLX - RLX command in ROWR,COLC,COLX packets
S100 - SIO0 input value
PDEV.CMD - (PDEV=DEVID)=(CMD=01)
ATTN - ROWA packet (non-broadcast) or ROWR packet
(non-broadcast) with ATTN command

Figure 46: Power State Transition Diagram

Once the RDRAM device is in ATTN, ATTNW, or
ATTNR states, it will remain there until it is explicitly
returned to the STBY state with a RLX command. A
RLX command may be given in an ROWR, COLC, or
COLX packet (see the left side of Figure 47). It is
usually given after all banks of the RDRAM device
have been precharged; if other banks are still activated,
then the RLX command would probably not be given.

If a broadcast ROWA packet or ROWR packet (with the
ATTN command) is received, the RDRAM device’s
power state doesn’t change. If a broadcast ROWR

packet with RLXR command is received, the RDRAM
device goes to STBY.

Figure 48 shows the NAP entry sequence (left). NAP
state is entered by sending a NAPR command in a
ROW packet. A time tagy is required to enter NAP
state (this specification is provided for power calcula-
tion purposes). The clock on CTM/CFM must remain
stable for a time t.p after the NAPR command.

The RDRAM device may be in ATTN or STBY state
when the NAPR command is issued. When NAP state
is exited, the RDRAM device will return to STBY. After
a NAP exit, the RDRAM device may consume power
as if itis in ATTN state until a RLX command is
received.

Figure 48 also shows the PDN entry sequence (right).
PDN state is entered by sending a PDNR command in
a ROW packet. A time tagp is required to enter PDN
state (this specification is provided for power calcula-
tion purposes). The clock on CTM/CFM must remain
stable for a time t.p after the PDNR command.

The RDRAM device may be in ATTN or STBY state
when the PDNR command is issued. When PDN state
is exited, the RDRAM device will return to STBY. After
a PDN exit, the RDRAM device may consume power
as if itis in ATTN state until a RLX command is
received. Also, the current- and slew-rate-control
levels must be re-established.

The RDRAM device’s write buffer must be retired with
the appropriate COP command before NAP or PDN
are entered. Also, all the RDRAM device’s banks must
be precharged before NAP or PDN are entered. The
exception to this is if NAP is entered with the NSR bit
of the INIT register cleared (disabling self-refresh in
NAP). The commands for relaxing, retiring, and
precharging may be given to the RDRAM device as
late as the ROPa0, COPa0, and XOPa0 packets in
Figure 48. No broadcast packets nor packets directed
to the RDRAM device entering Nap or PDN may
overlay the quiet window. This window extends for a
time typq after the packet with the NAPR or PDNR
command.

Figure 49 shows the NAP and PDN exit sequences.
These sequences are virtually identical; the minor
differences will be highlighted in the following
description.

Before NAP or PDN exit, the CTM/CFM clock must be
stable for a time tcg. Then, on a falling and rising edge
of SCK, if there is a “01” on the CMD input, NAP or

Document DL-0118-06  Version 0.6

Advance Information

Page 39



@DRAM

800/1066 MHz RDRAM 256/288 Mb (512Kx16/18x32s)

PDN state will be exited. Also, on the falling SCK edge
the SIO0 input must be at a 0 for NAP exit and 1 for
PDN exit.

If the PSX bit of the INIT register is 0, then a device
PDEV5..0 is specified for NAP or PDN exit on the
DQAS5..0 pins. This value is driven on the rising SCK
edge 0.5 or 1.5 SCK cycles after the original falling
edge, depending upon the value of the DQS bit of the
NAPX register. If the PSX bit of the INIT register is 1,
then the RDRAM device ignores the PDEVS5..0 address
packet and exits NAP or PDN when the wake-up
sequence is presented on the CMD wire. The ROW and
COL pins must be quiet at a time tg,/ty, around the
indicated falling SCK edge (timed with the PDNX or

NAPX register fields). After that, ROW packets may be
directed to the RDRAM device which is now in STBY
state.

Figure 50 shows the constraints for entering and
exiting NAP and PDN states. On the left side, an
RDRAM device exits NAP state at the end of cycle Ts.
This RDRAM device may not re-enter NAP or PDN
state for an interval of tyo. The RDRAM device enters
NAP state at the end of cycle T,. This RDRAM device
may not re-exit NAP state for an interval of ty;. The
equations for these two parameters depend upon a
number of factors, and are shown at the bottom of the
figure. NAPX is the value in the NAPX field in the
NAPX register.

To Ty Tp Ts Ty Ts Te T7 Tg Tg Tio Tia T1pTis Tia Tis Ty

. ROP = non-broadcast

i ROWA or ROWR/ATTN
a0 = {d0,b0,r0}
al={dlblcl}

: No COL packets may be

7 placed in the three

' indicated positions; i.e. at
(TFRM - {1,2,3})*tcycLE-

! A COL packet to device d0
: (or any other device) is okay
at

(TFRM)=tcycLe
..... Co Ny orlater.

‘A COL packet to another

STBY ATTN device (d1!= d0) is okay at
(TFRM - )=tcyc e

or earlier.

Figure 47: STBY Entry (left) and STBY Exit (right)

.ROWO | MANAULANANAN .ROWO
P e tas

coL4 N RCXC me coL4

.coLo WU REXX AN .COLO
o tag -l

DQAS8..0 mm DQAS..0

DQEB8.0 YA A AR DQBB..0

Power ATTN sTBY | FRower

State State

CTMI/CFM ||

ROW2 (X ROP a0 Yrestricted | ROP al

.ROWO (NAPR)
o et

CcOoL4 COP a0 Yrestricted| COPa

..COLO ) XOP a0 OP a1

DQAS..0 OOO OO m OQ CDOO OO m m OO m m m@o OO

DQB8.0 RN AR A AR

HASW
Power a Power
Stats ATTN/STBY NAP| TS

ToTi T T3 Ty Ts Te Ty Tg To Tio Ty T1pTi Ty

a0 = {d0,b0,r0,c0}
al={d1,bl,ric1}

No ROW or COL packets
directed to device d0 may
overlap the restricted
interval. No broadcast
ROW packets may overlap
the quiet interval.

ROW or COL packets to a
device other than d0 may
overlap the restricted
interval.

""" L T ' ROW or COL packets
¢ tASP directed to device d0 after
a the restricted interval will
ATTN/STBY PDN be ignored.

8 The (eventual) NAP/PDN exit will be to the same ATTN/STBY state the RDRAM device was in prior to NAP/PDN entry
Figure 48: NAP Entry (left) and PDN Entry (right)
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On the right side of Figure 49, a device exits PDN state
at the end of cycle T5. The device may not re-enter
PDN or NAP state for an interval of tp ;5. The device
enters PDN state at the end of cycle T3 and may not
re-exit PDN state for an interval of tp ;. The equations

ToT T, Ts T4 T5 Ta T7 Ts Tg Tm T11T12T13 T14 T15 TleTn Tm T19 T20T21 Tzz Tza T24T25 Tze T27T28ng Tau T31

for these two parameters depend upon a number of
factors, and are shown at the bottom of the figure.
PDNX is the value in the PDNX field in the PDNX
register.

T34 T35 T36T37 Tsa T39 T40T41 T4z TA3T44T45 T4e T47

L If PSX=1 in Init register, ! :
ROW?2 then NAP/PDN exit is No ROW packets may ROP restriicted ROP :
.ROWO broadcast (no PDEV fjgld). overlap the restricted :
interval o o 1—,}?—'} !
No COL packets may L e " S4| Ha, :
CoL4 overlap the restricted m\m\cop restricted 4’COP “:
.COLO interval if device PDEV is X — V{0l !
exiting the NAP or PDN vl S ! X
1 [ ] [ States 1 [ 1
1)1 S0 2 1)1 A (g
PDEVS..0° X PDEVS..0° !
DOBS..0 tep N / :
t < WbQS:Ob'cI ' 'b' L S
o < »' DQs=1
SCK A A A A A A A A A A L
NN/ N IANVARRNYA
CMD < U :><:>< Effective hold becomes :><:><:><:>
tHa'=thyH[PDNXA=64=tscycLe*toonxs max]-[PDNX=256tscycy el
if [PDNX<256=tscycLe]l < [PDNXA=64=tscycLettrpnxe,max]-
SI100 < X 012 >< >< X
\
X 0 XX
(NAPX)=tscycLe)/ 255‘P_DNX°tscyc:|_E) ;
Power ' ‘ ‘ '
State NAP/PDN STBY

psx=14

psx=0¢

& Use 0 for NAP exit, 1 for PDN exit
b Device selection timing slot is selected by DQS field of NAPX reg

¢ The DQS field must be wrltten W|th ‘1" for thls RDRAM device.
ister 9 The PSX field determines the start of NAP/PDN exit .

Figure 49: NAP and PDN Exit

ToT1 Tp T3 T4 Ts Te Ty Tg Tg Tio Tua T12T13 Tia Tis T16T17 Tig Tao
O TE  E  E RE P  ER TEE

CTM/CFM !

L NPy !

o2 o TN

..ROWO 1 {l { {l { { n 4 {l 4 4 " 4 { { I

SCK N oA A f
CMD ' X XX X )
<“—INug

no exit

U INuo T
no entry to NAP or PDN

tnuo = 5=teveLe + (2+#NAPX)=tscyeLe

if NSR=0
if NSR=1

tnut = 8=teyeLe - (0.5=tscyeLe)
=23tcycLE

T, T3 Ty Ts Te T Tg Tg Tio Tui T12T13 Tua Tis T16T17 Tig Tag
GO R T R R R R

2

i 11111111 i )
ROWO LU
SCK A f (
YNy I
CMD
et {
tpyo ——ple— tpuy

no exit
tpyo = S=teycLe + (2+256°PDNX)=tscyci £

if PSR=0
if PSR=1

no entry to NAP or PDN

tpu1 = 8=tcycLe - (0.5tscycLe)
=23=tcycLE

Figure 50: NAP Entry/Exit Windows (left) and PDN Entry/Exit Windows (right)
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Refresh

RDRAM devices, like any other DRAM technology,
use volatile storage cells which must be periodically
refreshed. This is accomplished with the REFA
command. Figure 51 shows an example of this.

The REFA command in the transaction is typically a
broadcast command (DRAT and DR4F are both set in
the ROWR packet), so that in all devices bank number
Ba is activated with row number REFR, where REFR is
a control register in the RDRAM device. When the
command is broadcast and ATTN is set, the power
state of the RDRAM devices (ATTN or STBY) will
remain unchanged. The controller increments the bank
address Ba for the next REFA command. When Ba is
equal to its maximum value, the RDRAM device auto-
matically increments REFR for the next REFA
command.

On average, these REFA commands are sent once
every tREF/ZBB'T+RB'T (where BBIT are the number of
bank address bits and RBIT are the number of row
address bits) so that each row of each bank is refreshed
once every tger interval.

The REFA command is equivalent to an ACT
command, in terms of the way that it interacts with
other packets (see Table 9). In the example, an ACT
command is sent after tgg to address b0, a different
(non-adjacent) bank than the REFA command.

A second ACT command can be sent after a time tz¢ to
address c0, the same bank (or an adjacent bank) as the
REFA command.

Note that a broadcast REFP command is issued a time
tras after the initial REFA command in order to
precharge the refreshed bank in all RDRAM devices.
After a bank is given a REFA command, no other core
operations (activate or precharge) should be issued to
it until it receives a REFP.

It is also possible to interleave refresh transactions (not
shown). In the figure, the ACT b0 command would be
replaced by a REFA b0 command. The b0 address
would be broadcast to all devices, and would be
{Broadcast,Ba+2,REFR}. Note that the bank address
should skip by two to avoid adjacent bank interfer-
ence. A possible bank incrementing pattern would be:
{12,10,5,3,0,14,9,7,4,2,13,11, 8, 6, 1, 15, 28, 26, 21,
19, 16, 30, 25, 23, 20, 18, 29, 27, 24, 22, 17, 31}. Every
time bank 31 is reached, the REFA command would
automatically increment the REFR register.

A second refresh mechanism is available for use in
PDN and NAP power states. This mechanism is called
self-refresh mode. When the PDN power state is
entered, or when NAP power state is entered with the
NSR control register bit set, then self-refresh is auto-
matically started for the RDRAM device.

Self-refresh uses an internal time base reference in the
RDRAM device. This causes an activate and precharge
to be carried out once in every tggp/288! THRBIT
interval. The REFB and REFR control registers are used
to keep track of the bank and row being refreshed.

Before a controller places an RDRAM device into self-
refresh mode, it should perform REFA/REFP refreshes
until the bank address is equal to the last value (this
will be 31 for all sequences). This ensures that no rows
are skipped. Likewise, when a controller returns an
RDRAM device to REFA/REFP refresh, it should start
with the first bank address value (12 for the example
sequence).

Note that for this RDRAM device, the upper bank
address bit is not used. This bit should be set to “0” in
all bank address fields, but with one exception. When
REFA and REFP commands are specified in ROWR
packets, it will be necessary to set the upper bank bit to
values other than “0” when other RDRAM devices
with more banks are present on the Channel.

Figure 52 illustrates the requirement imposed by the
tgursT Parameter. After PDN or NAP (when self-
refresh is enabled) power states are exited, the
controller must refresh all banks of the RDRAM device
once during the interval tgrg after the restricted
interval on the ROW and COL buses. This will ensure
that regardless of the state of self-refresh during PDN
or NAP, the tgrer max Parameter is met for all banks.
During the tgrst interval, the banks may be refreshed
in a single burst, or they may be scattered throughout
the interval. Note that the first and last banks to be
refreshed in the ty gt iNterval are numbers 12 and 31,
in order to match the example refresh sequence.

Page 42

Advance Information

Document DL-0118-06 Version 0.6



800/1066 MHz RDRAM 256/288 Mb (512Kx16/18x32s) . D R A M

Refresh (continued)

To Ty To Ty T4 Ts Ts Ty Tg Tg Tio Tas T12T13 Tag Tis T16T17 Tag Tag T20T21 T22 T2z T24T2s Tog To7 T28T20 Tao Ta1 T32Ta3 Taa Tas TagTar T Tz Taz T24Tas Tag Taz
CTM/CFM
ROW?2
..ROWO
o A
.coLo VUMMM uufRRatiRh
DQAS..0
DQB8..0
Transaction a: REFA a0 = {Broadcast,Ba,REFR} al = {Broadcast,Ba} |  [BBIT =# bank address bits
Transaction b: xx | b0 = {Db, /={Ba,Ba+1,Ba-1}, Rb} RBIT = # row address bits
Transaction c: xx c0 ={Dc, ==Ba, Rc} REFB = REFB3..REFB0
Transaction d: REFA| d0 = {Broadcast,Ba+1,REFR} REFR = REFR8..REFR0O
Figure 51: REFA/REFP Refresh Transaction Example
ToT T, Ta TA Ts Ts T7 Ts Te Tio T11T12'|:J 5 T16T17 Tm Tm Tonu Tzz Tza T24Tzs Tzs T27T28'|:29 T32T33 T34 Tas T36T37 Tas Taa T40T41 T42 T43T44T45 T45 T47
CTM/CFM li li li l li II Ililll
Lo e tauRsT !
ROW?2 m ROP Y restfjcted | ROP m < REFA blzm <)< )( XREFA b3l :X}:
.ROWO - |
Lo %84 iy | €—=32 bank refresh sequence —p{, :
CcCoL4 TCOP_ Y vestrjeted |__COP_
.COLO XOP XOP
TR >
g T
DQB8..0 .
' . 4 3 . ' . 1 ' . ' N ' . ' ' 1 . ' ' N . ' . N ' ' . N ' '’ . ' . ' . '
— y _ ]
SCK f T \
oo OOCXXDOC XOOODOOO QOOL X000
i /
S100 >< >< >< >< Y )
slo1 >< >< >< >< X )
< p| (NAPX)=tscycie)/(256=PDNX=tscyci )
Power
State | NAP/PDN STBY

DQS=0° DQs=1°
8 Use 0 for NAP exit, 1 for PDN exit

Figure 52. NAP/PDN Exit - tgyrst Requirement
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Current and Temperature Control

Figure 53 shows an example of a transaction which
performs current control calibration. It is necessary to
perform this operation once to every RDRAM device
in every tcctr interval in order to keep the I, output
current in its proper range.

This example uses four COLX packets with a CAL
command. These cause the RDRAM device to drive
four calibration packets Q(a0) a time tcac later. An
offset of trpTocc Must be placed between the Q(a0)
packet and read data Q(al)from the same device.
These calibration packets are driven on the DQAA4..3
and DQBA4..3 wires. During current calibration the
value of DQADS is undefined. The remaining DQA and
DQB wires are not used during these calibration
packets. The last COLX packet also contains a SAM
command (concatenated with the CAL command). The
RDRAM device samples the last calibration packet and
adjusts its g, current value.

Unlike REF commands, CAL and SAM commands
cannot be broadcast. This is because the calibration
packets from different devices would interfere. There-
fore, a current control transaction must be sent every
tcctrL/ N, where N is the number of RDRAM devices
on the Channel. The device field Da of the address a0
in the CAL/SAM command should be incremented
after each transaction.

Figure 54 shows an example of a temperature calibra-
tion sequence to the RDRAM device. This sequence is
broadcast once every ttgpp interval to all the RDRAM
devices on the Channel. The TCEN and TCAL are ROP
commands, and cause the slew rate of the output
drivers to adjust for temperature drift. During the
quiet interval trcquet the devices being calibrated
can’t be read, but they can be written
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Current and Temperature (con’t)

ToT1 Tp T3 T4 Ts Tg T2 Tg Tg Tio Tua T1T1a Tia Tas T1eTa7 Tag Tao T20T21 Too Tos T24Tos Too To7 T28T29 Tao Ta1 T32Tas Taa Tas TaTar Tag Tag T

CTMICEM LI LI EDELEL DL L L (L L L ELELELEL L L[

:Rea'd dlata'frolm tlhe slamle : :Reald d'atalfrolm aldif'“ferént ' : :
ROW2 'device from an earlier R_D 'ndevice from an earlier RD ! y
command must be at this command can be anywhere
ROWO UL LU LU U Upacket position or earlier. iprior to the Q(a0) packet. . (UARARANEARANAN )
Voo a0 0

%

h Aah)
' Read data from a different
! _device from a later RD

command can be

22 Ta3TaaTas Tag Tz
INnRORaRaRaRe ORaRaRe

e e el el ASNSNSRSN
Read data from the same 1
device from a later RD !

[V/\command must be at this '
packet position or later.
Auha [ T

anywhere after to the

PR packet position or earlier. | . ' Q(a0) packet C
[T I S B B S B B R R R R tCCTRL [ T (T T P

COL4 ' ' [

.COLO CAL a0 CALAO caLao  Jcacsaraao ) (| LA AL AN WU AN CAL a2 ¢
'!!!.‘.t.C"‘.‘C...'.:!!!:!:!:! C

DQAS..0 Q (al) Q (a0) x X

DQBS..0 LANANANANANA AN
¢ tlREADTOCC >

Transaction a0: CAL/SAM a0 ={Da, Bx}

Transaction al: RD al ={Da, Bx}
Transaction a2: CAL/SAM a2 ={Da, Bx}

Figure 53: Current Control CAL/SAM Transaction Example

ToT1 Tp T3 T4 Ts Te Ty Tg Tg Tio Tua T1oT1a Tia Tas T1gTar Tas Tao T20T21 Too Tog T24Tos Too To7 T2gT:

CTM/CFM

1 Ta2

T3 Tas Tas TagTar Tag Tar Tap Tag TagTas Tag Tay

ROW?2
..ROWO

1, ! 1, 1 1,
CO L4 An)l/—\Qg)\\ll—\\/—[\)nacﬂket may be
.COLO ) /placed in the gap between the | ||

) )
11 ROW packets with the TCEN 1 '
' and TCAL commands. !

No read data from devices
being calibrated

DQAS..0
DQBS..0

Figure 54: Temperature Calibration (TCEN-TCAL) Transactions to RDRAM devices
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Timing Conditions

Table 17: Timing Conditions

Symbol Parameter Min Max Unit Figure(s)
teycLe CTM and CFM cycle times (-600) 3.33 3.33 ns Figure 55
CTM and CFM cycle times (-800) 2.50 3.33 ns Figure 55
CTM and CFM cycle times (-1066) 1.875 2.50 ns Figure 55
tcr tep CTM and CFM input rise and fall times. Use the minimum 0.2 05 ns Figure 55
value of these parameters during testing.
tens to CTM and CFM high and low times 40% 60% teycLE Figure 55
tr CTM-CFM differential (MSE/MS=0/0) 0.0 1.0 tevelE Figure 42
CTM-CFM differential (MSE/MS=1/1) 0.9 1.0 Figure 55
CTM-CFM differential (MSE/MS=1/0) -0.1 0.1 Figure 55
tocw Domain crossing window -0.1 0.1 teycLE Figure 61
tpr: toF DQA/DQB/ROW/COL input rise/fall times (20% to 80%).
Use the minimum value of these parameters during testing.
@ teycLe=3.33ns 0.2 0.65 ns Figure 56
@ toycLe=2.50ns 0.2 0.65 ns Figure 56
@ toyeg=1.875ns 0.2 0.45 ns Figure 56
ts, ty DQA/DQB/ROW/COL-to-CFM set/hold @ tcyc g=3.33ns 0.275% - ns Figure 56
DQA/DQB/ROW/COL-to-CFM set/hold @ tcyc g=2.50ns 0.200° - ns Figure 56
DQA/DQB/ROW/COL-to-CFM set/hold @tcyc g=1.875ns 0.160 - ns Figure 56
tor1, toF1 SI00, SIO1 input rise and fall times - 5.0 ns Figure 58
tor2, tor2 CMD, SCK input rise and fall times - 2.0 ns Figure 58
teycLEr SCK cycle time - Serial control register transactions 1000 - ns Figure 58
SCK cycle time - Power transitions @ tcyc g=3.33ns 10 - ns Figure 58
SCK cycle time - Power transitions @ tcyc g=2.50ns 10 - ns Figure 58
SCK cycle time - Power transitions @ tcyc g=1.875ns 75 - ns Figure 58
tent tor SCK high and low times @ tcyc g=3.33ns 4.25 - ns Figure 58
SCK high and low times @ tcyc g=2.50ns 4.25 - ns Figure 58
SCK high and low times @ tcyc g=1.875ns 35 - ns Figure 58
tsy CMD setup time to SCK rising or falling edge®
@ tCYCLE=3.33nS
@ toycLe=2.50ns 1.25 - ns Figure 58
@ tCYCLE:1.875nS 1.25 - ns Figure 58
1.0 - ns Figure 58
ty CMD hold time to SCK rising or falling edge®
o tCYCLE:3'33ns L0 i ns Figure 58
@ tCYCLE—2.50nS 1.0 - .
ot ~1875ns 1.0 ) ns Figure 58
CYCLE™™ : ns Figure 58
tso SI00 setup time to SCK falling edge 40 - ns Figure 58
tho SI00 hold time to SCK falling edge 40 - ns Figure 58
ts3 PDEV setup time on DQADS..0 to SCK rising edge. 0 - ns Figure 49,
Figure 59
ths PDEV hold time on DQAS..0 to SCK rising edge. 55 - ns
tsy ROW?2..0, COL4..0 setup time for quiet window -1 - teycLE Figure 49
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Table 17: Timing Conditions

Symbol Parameter Min Max Unit Figure(s)
tHa ROW?2..0, COL4..0 hold time for quiet window® 5 - teveLe Figure 49
tnpo Quiet on ROW/COL bits during NAP/PDN entry 4 - teycLe Figure 48
tReaDTOCC Offset between read data and CC packets (same device) 12 - teycLE Figure 53
tcCSAMTOREAD Offset between CC packet and read data (same device) 8 - teycLE Figure 53
tce CTM/CFM stable before NAP/PDN exit 2 - teyeLe Figure 49
tep CTM/CFM stable after NAP/PDN entry 100 - teycLe Figure 48
terMm ROW packet to COL packet ATTN framing delay 7 - tevelE Figure 47
tLMIT Maximum time in NAP mode 10.0 us Figure 46
tRer Refresh interval 32 ms Figure 51
tguURST Interval after PDN or NAP (with self-refresh) exit in which 200 ps Figure 52

all banks of the RDRAM device must be refreshed at least

once.
teeTrL Current control interval 34 tevelE 100ms ms/tcycLe Figure 53
tremp Temperature control interval 100 ms Figure 54
trcEN TCE command to TCAL command 150 - tevelE Figure 54
treaL TCAL command to quiet window 2 2 tevelE Figure 54
treQuieT Quiet window (no read data) 140 - tevelE Figure 54
tpAUSE RDRAM device delay (no RSL operations allowed) 200.0 ps

a. This parameter also applies to a -800 or -1066 part when operated with tcyc g=3.33ns

b. This parameter also applies to a -1066 part when operated with tcyc g=2.50ns.

¢. With V|L,CMOS=O'5VCMOS-O'4V and V|H,CMOS=O'5VCMOS+O'4V

d. With V|L,CMOS:0'5VCMOS-O'4V and V|H,CMOS:O'5VCMOS+O'4V

e. Effective hold becomes tH4’:tH4+[PDNXA.64.tSCYCLE+tPDNXB,MAX]_[PDNx.256.tSCYCLE]
if [PDNX.ZSS.ISCYCLE] < [PDNXA.64.tSCYCLE+tPDNXB,MAX]' See Figure 49.
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Electrical Conditions

Table 18: Electrical Conditions

Symbol Parameter and Conditions Min Max Unit
T, Junction temperature under bias manufacturer-specific values °C
Vop, Vbpa Supply voltage (2.5v component) 2.50-0.13 2.50 +0.13 \
Supply voltage (1.8v component) 1.8-0.09 1.8 +0.09 \Y%
Vpo.N, VDDA N Supply voltage droop (DC) during NAP interval (tnviT) - 2.0 %
VbD,N, VDDA,N Supply voltage ripple (AC) during NAP interval (tn miT) -2.0 2.0 %
Vemos® Supply voltage for CMOS pins (2.5V controllers) Vbp Vpop \%
Supply voltage for CMOS pins (1.8V controllers) 1.80-0.1 1.80+0.2 \Y
VRer Reference voltage 1.40-0.2 1.40+0.2 \Y
VoL RSL data input - low voltage @ tcyc g=3.33ns Vgee-0.5 Vgeg - 0.2 \%
RSL data input - low voltage @ tcyc g=2.50ns VRee - 0.5 VRee - 0.2 \%
RSL data input - low voltage @ tcyc g=1.875ns VReg- 0.5 Vger - 0.15 \%
VoIH RSL data input - high voltage® @ teyeLg=3.33ns VRer 10.2 VRer 10.5 \Y%
RSL data input - high voltage® @ tcyc; g=2.50ns Vgeg 0.2 VReg 0.5 \Y
RSL data input - hlgh Voltageb @ tCYCLE:1.875nS VREF +0.15 VREF +0.5 \Y
RDA RSL input data aSymmetry: RDA = (VD|H - VREF) / (VREF - VD|L) 0.67 1.00 -
Vem RSL clock input - common mode Ve = (Vep+Ve)/2 13 1.8 \Y
VC|S,CTM RSL clock input SWing: Vc|5 = VC'H - VC”_ (CTM,CTMN pins). 0.35 1.00 Vv
VC|S,CFM RSL clock input SWing: Vc|5 = VClH - VC”_ (CFM,CFMN pins). 0.225 1.00 \Y
VIL,CMOS CMOS input low voltage -0.3° VCMOS/Z -0.25 \%
V|H,CMOS CMOS input hlgh Voltage VCMoslz +0.25 VCM05+O.3d \Y

a. Vcmos must remain on as long as Vpp is applied and cannot be turned off.

b. Vpn is typically equal to Vigrn (1.8V+0.1V) under DC conditions in a system.
¢. Voltage undershoot is limited to -0.7V for a duration of less than 5ns.

d. Voltage overshoot is limited toV ¢y os +0.7V for a duration of less than 5ns
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Timing Characteristics

Table 19: Timing Characteristics

Symbol Parameter Min Max Unit Figure(s)
to CTM-to-DQA/DQB output time @ tcyc g=3.33ns -0.350%¢ | +0.3502°¢ ns Figure 57

CTM-to-DQA/DQB output time @ tcyc g=2.50ns -0.260P¢ +0.260P¢ ns Figure 57

CTM-to-DQA/DQB output time @ tcyc g=1.875ns -0.195° +0.195¢ ns Figure 57
tor tor DQA/DQB output rise and fall times @ tcyc, g=3.33ns 0.2 0.45 ns Figure 57

DQA/DQB output rise and fall times @ tcyc g=2.50ns 0.2 0.45 ns Figure 57

DQA/DQB output rise and fall times @ tcyc g=1.875ns 0.2 0.32 ns Figure 57
to1 SCK(neg)-to-SIO0 delay @ C\ oap,max = 20pF (SD read data valid). - 10 ns Figure 60
thyr SCK(pos)-t0-S100 delay @ C oap,max = 20pF (SD read data hold). 2 - ns Figure 60
tore torL SI0qyr rise/fall @ C| oap max = 20pF - 12 ns Figure 60
tprOP1 S100-to-SI01 or SI01-to0-SIO0 delay @ C\ oap,max = 20pF - 20 ns Figure 60
tNAPXA NAP exit delay - phase A - 50 ns Figure 49
tNAPXB NAP exit delay - phase B - 40 ns Figure 49
tppNXA PDN exit delay - phase A - 4 us Figure 49
tpDNXB PDN exit delay - phase B - 9000 teycLE Figure 49
tas ATTN-to-STBY power state delay - 1 tevele Figure 47
tsa STBY-to-ATTN power state delay - 0 teycLE Figure 47
tasn ATTN/STBY-to-NAP power state delay - 8 teycLE Figure 48
tasp ATTN/STBY-to-PDN power state delay - 8 teycLE Figure 48

a. This parameter also applies to a -1066 or -800 part when operated with tcyc g=3.33ns.
b. This parameter also applies to a -1066 part when operated with tcyc g=2.50ns.
¢. to,min and tg max for other toycy g values can be interpolated between or extrapolated from the timings at the 3 specified tcyc g Values.
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Electrical Characteristics

Table 20: Electrical Characteristics

Symbol Parameter and Conditions Min Max Unit
0;c Junction-to-Case thermal resistance manufacturer-specific values °C/Watt
IREF VREF current @ VREF,MAX -10 10 ]J,A
lon RSL output high current @ (0<sVoyt<Vpp) -10 10 pA
IALL RSL IOL current @ tCYCLE:3.33nS, VOL = 09\/, VDD,N“N y TJ,MAX a 30.0 90.0 mA
RSL lg current @ toycg=2.50n, Vo = 0.9V, Vpp min » Timax 30.0 90.0
RSL |o|_ current @ tCYCLE:1.875n, VOL =0.9V, VDD,N“N y TJ,MAX a 32.0 90.0
loLsTEP RSL lp, current resolution step - 2.0 mA
rout Dynamic output impedance @ Vg = 0.9V 150 - Q
IOL,NOM RSL IOL current @ VOL =10V be @ tCYCLE:3.33nS 26.6 30.6 mA
RSL I, current @ Vg = 1.0vP¢ @ teyeLg=2.50ns 26.6 30.6 mA
RSL IOL current @ VOL = 1.0Vb'c @ tCYCLE:1.875nS 27.1 30.1 mA
loL_A01,NOM RSL I, current @ Vo, = 0.9V 2d TBD TBD mA
l|.cmos CMOS input leakage current @ (0<V, cpos<Vemos) -10.0 10.0 pA
VoL.cmos CMOS output voltage @ lo cmos= 1.0mA - 0.3 \%
VOH,CMOS CMOS output hlgh Voltage @ IOH,CMOS: -0.25mA VCMOS-O'3 - \Y%

a. This measurement is made in manual current control mode, with all output device legs sinking current.
b. This measurement is made in automatic current control mode after at least 64 current control calibration operations to a device and after
CCA and CCB are initialized to a value of 64. This value applies to all DQA and DQB pins.

¢. This measurement is made ASYMA and ASYMB register fields are set to 0 in automatic current control mode.

d. This measurement is made ASYMA and ASYMB register fields are set to 1 in automatic current control mode.
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RSL - Clocking

Figure 55 is a timing diagram which shows the
detailed requirements for the RSL clock signals on the
Channel.

The CTM and CTMN are differential clock inputs used
for transmitting information on the DQA and DQB

outputs. Most timing is measured relative to the points
where they cross. The tcyc g parameter is measured
from the falling CTM edge to the falling CTM edge.
The to and tcy parameters are measured from falling
to rising and rising to falling edges of CTM. The tcg
and tcg rise- and fall-time parameters are measured at
the 20% and 80% points.

-~ Ve
80%

50%

20%

Ve

- Vo
80%

50%

20%

- Ve

Figure 55: RSL Timing - Clock Signals

The CFM and CFMN are differential clock outputs
used for receiving information on the DQA, DQB,
ROW and COL inputs. Most timing is measured rela-
tive to the points where they cross. The tcyc g param-
eter is measured from the falling CFM edge to the
falling CFM edge. The tg and tcy parameters are
measured from falling to rising and rising to falling

edges of CFM. The tcg and tc rise- and fall-time
parameters are measured at the 20% and 80% points.

The tyr parameter specifies the phase difference that
may be tolerated with respect to the CTM and CFM
differential clock inputs (the CTM pair is always
earlier).
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RSL - Receive Timing points is ts/ty The sample points are centered at the
0% and 50% points of a cycle, measured relative to the
Figure 56 is a timing diagram which shows the crossing points of the falling CFM clock edge. The set
detailed requirements for the RSL input signals on the and hold parameters are measured at the Vggp voltage
Channel. point of the input transition.
The DQA, DQB, ROW, and COL signals are inputs The tpg and tpg rise- and fall-time parameters are
which receive information transmitted by a Direct measured at the 20% and 80% points of the input tran-
RAC on the Channel. Each signal is sampled twice per sition.

teycLg interval. The set/hold window of the sample

- Ve
80%

50%

20%

Ve

VbIH
80%

Figure 56: RSL Timing - Data Signals for Receive
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RSL - Transmit Timing

Figure 57 is a timing diagram which shows the
detailed requirements for the RSL output signals on
the Channel.

The DQA and DQB signals are outputs to transmit
information that is received by a Direct RAC on the
Channel. Each signal is driven twice per tcyc g
interval. The beginning and end of the even transmit
window is at the 75% point of the previous cycle and at
the 25% point of the current cycle. The beginning and

CTM

end of the odd transmit window is at the 25% point
and at the 75% point of the current cycle. These
transmit points are measured relative to the crossing
points of the falling CTM clock edge. The size of the
actual transmit window is less than the ideal tcyc g/2,
as indicated by the non-zero values of tg yyn and
to,max. The tg parameters are measured at the 50%
voltage point of the output transition.

The tor and tor rise- and fall-time parameters are
measured at the 20% and 80% points of the output
transition.

0.75tcycLe ———»

——0.75tcycLg ———»
Q25 tevel e

50%

<« taF

Figure 57: RSL Timing - Data Signals for Transmit
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CMOS - Receive Timing

Figure 58 is a timing diagram which shows the
detailed requirements for the CMOS input signals .

The CMD and SIOQ0 signals are inputs which receive
information transmitted by a controller (or by another
RDRAM device’s SIO1 output.) SCK is the CMOS
clock signal driven by the controller. All signals are
high true.

The cycle time, high phase time, and low phase time of
the SCK clock are tcyc g1, toqr and tey 1, all measured
at the 50% level. The rise and fall times of SCK, CMD,

and SIO0 are tpr; and tpgq, Measured at the 20% and
80% levels.

The CMD signal is sampled twice per tcycgq interval,
on the rising edge (odd data) and the falling edge
(even data). The set/hold window of the sample points
is tg1/ty,, The SCK and CMD timing points are
measured at the 50% level.

The SIOO0 signal is sampled once per tcyc gq interval
on the falling edge. The set/hold window of the
sample points is tg,/t, The SCK and SIO0 timing
points are measured at the 50% level.

ViH,cMos
80%

80%

20%

ViLcmos

ViH,cMos

80%

N\

50%

4

20%

\/

o P

ViL,cmos

Figure 58: CMOS Timing - Data Signals for Receive
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The SCK clock is also used for sampling data on RSL
inputs in one situation. Figure 49 shows the PDN and
NAP exit sequences. If the PSX field of the INIT
register is one (see Figure 27), then the PDN and NAP
exit sequences are broadcast; i.e. all RDRAM devices

that are in PDN or NAP will perform the exit sequence.

If the PSX field of the INIT register is zero, then the
PDN and NAP exit sequences are directed; i.e. only

one RDRAM device that is in PDN or NAP will
perform the exit sequence.

The address of that RDRAM device is specified on the
DQAT[5:0] bus in the set hold window tg3/t3 around
the rising edge of SCK. This is shown in Figure 59. The
SCK timing point is measured at the 50% level, and the
DQAT[5:0] bus signals are measured at the Vggg level.

ViH,cMos
80%

DQA[5:0]

Figure 59: CMOS Timing - Device Address for NAP or PDN Exit
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CMOS - Transmit Timing the falling edge. The clock-to-output window is
tor,min/to1,max. The SCK and SIO0 timing points are
Figure 60 is a timing diagram which shows the measured at the 50% level. The rise and fall times of

detailed requirements for the CMOS output signals. SIO0 are torg and toe, measured at the 20% and 80%
The SIO0 signal is driven once per tcyc g interval on levels.

ViH,cMos
80%

VoH,cmos
80%

50%

20%

VoL,cMos

ViH,cMos
80%

50%

20%

ViL,cMos

~Vor.cmos

—Yor.cMos

Figure 60: CMOS Timing - Data Signals for Transmit
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Figure 60 also shows the combinational path
connecting S100 to SIO1 and the path connecting SIO1
to SIOO0 (read data only). The tprop; Parameter speci-
fied this propagation delay. The rise and fall times of
S100 and SIO1 inputs must be tpg; and tpgy, measured
at the 20% and 80% levels. The rise and fall times of
SI00 and SIO1 outputs are tor; and tgr;, measured at
the 20% and 80% levels.

RSL - Domain Crossing Window

When read data is returned by the RDRAM device,
imformation must cross from the receive clock domain
(CFEM) to the transmit clock domain (CTM). The ttg
parameter permits the CFM to CTM phase to vary
through an entire cycle; i.e. there is no restriction on
the alignment of these two clocks. A second parameter
tpcw is needed in order to describe how the delay

CFM vl vl vl vl v o

between a RD command packet and read data packet
varies as a function of the tg value.

Figure 61 shows this timing for five distinct values of
ttr. Case A (tr=0) is what has been used throughout
this document. The delay between the RD command
and read data is tcpc. As trg varies from zero to toyc g
(cases A through E), the command to data delay is
(tcac-ttr)- When the tyg value is in the range 0 to
tbcw max. the command to data delay can also be
(tcac-ttr-tcycLp)- Thisis shown as cases A’ and B’ (the
gray packets). Similarly, when the trg value is in the
range (tcycLe+tocwmin) 10 teycpe, the command to
data delay can also be (tcac-ttr+tcycLe)- Thisis
shown as cases D’ and E’ (the gray packets). The
RDRAM device will work reliably with either the
white or gray packet timing. The delay value is
selected at initialization, and remains fixed thereafter.

I vl vl v vl vl vl

CYCL|
al

] | | | | | B

tcac-ttr K : X X : XQM”X X

»|

coL XX XRXa1X X X )
CTM y | | | | v
DQA/B t Case A tTR=C Y
TR pg
DQA/B Case A tyr=(

cTM vl vl vl v

tcac -trr-teycLe Q(41)

v v vl vl vl vl

DQAB J Case B trr=thcw,max
TR | |4

teacttr 'K . X : QM”: X

DQA/B Case B’ tTR=tDCW,MAX

e v | v | v | ¥

teactrr-teveLe Q(&1)

v | vl vl v vl v

DQA/BWB’
CTM_¢|¢|¢|¢|¢|{"'

Case € tTR=( .5'tCYCL

tcacttr

X X
v |

»|

DQAB | trg | CaseD tr=tcycLettbow,min toac-tir X X Q1) X X >
DQA/B Case D' trr=tcycLe*tpew,mIN teac-trrHeyoLE . Q41)

c™ v | | | v = ] | | | | | B
DQAB | trg Case E trr=tcycLE teacttr =i( X X Xah X X X >
DQA/B Case E' trr=tcyclLe " : |

teac-trrtteyeLe Q41)

Figure 61: RSL Transmit - Crossing Read Domains
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Timing Parameters

Table 21: Timing Parameter Summary

command to ROWR packet with PRER.

Min ||Min ||Min [[Min ||Min||Min|[Min
Parameter | Description -30 -32P |[-32 -35 -40 |[-45 |[-53 ||Max |Units |Figure(s)
-1066 ||-1066 ||-1066 ||-1066 ||-800 |(-800 ||-600

tre Row Cycle time of RDRAM banks -the interval between ||28 28 28 32 28 ||28 ||28 ||- teycLe | Figure 15
ROWA packets with ACT commands to the same bank. Figure 16

tras RAS-asserted time of RDRAM bank - the interval between ({20 20 20 22 20 ||20 |20 ||64ps® |tcycLe | Figure 15
ROWA packet with ACT command and next ROWR Figure 16
packet with PRER? command to the same bank.

trp Row Precharge time of RDRAM banks - the interval 8 8 8 10 8 8 8 - tcycLe | Figure 15
between ROWR packet with PRER? command and next Figure 16
ROWA packet with ACT command to the same bank.

tpp Precharge-to-precharge time of RDRAM device - the inter-||8 8 8 8 8 8 8 - tcycLe | Figure 12
val between successive ROWR packets with PRER? com-
mands to any banks of the same device.

trr RAS-t0-RAS time of RDRAM device - the interval 8 8 8 8 8 8 8 - tcycLe | Figure 13
between successive ROWA packets with ACT commands
to any banks of the same device.

treD RAS-to-CAS Delay - the interval from ROWA packet with |7 9 9 9 7 9 7 - tcycLe | Figure 15
ACT command to COLC packet with RD or WR com- Figure 16
mand). Note - the RAS-to-CAS delay seen by the RDRAM
core (tgep-c) is equal to trep.c = 1 + trep because of dif-
ferences in the row and column paths through the
RDRAM interface.

tcac CAS Access delay - the interval from RD command to Q  ||8 8 9 9 8 8 8 12 tcycLe | Figure 4
read data. The equation for tcac is given in the TPARM Figure 39
register in Figure 39.

tcwp CAS Write Delay - the interval from WR command to D 6 6 6 6 6 6 6 6 tcycLe | Figure 4
write data.

tce CAS-to-CAS time of RDRAM bank - the interval between ||4 4 4 4 4 4 4 - teycLe | Figure 15
successive COLC commands. Figure 16

tpACKET Length of ROWA, ROWR, COLC, COLM or COLX packet. ||4 4 4 4 4 4 4 4 teycLg | Figure 3

tRTR Interval from COLC packet with WR command to COLC (|8 8 8 8 8 8 8 - teycLe | Figure 17
packet which causes retire, and to COLM packet with byte
mask.

torrp The interval (offset) from COLC packet with RDA com- 4 4 4 4 4 4 4 4 tcycLe | Figure 14
mand, or from COLC packet with retire command (after Figure 39
WRA automatic precharge), or from COLC packet with
PREC command, or from COLX packet with PREX com-
mand to the equivalent ROWR packet with PRER. The
equation for topep is given in the TPARM register in
Figure 39.

trRpp Interval from last COLC packet with RD command to 4 4 4 4 4 4 4 - tcycLe | Figure 15
ROWR packet with PRER.

trTp Interval from last COLC packet with automatic retire 4 4 4 4 4 4 4 - tcycLe | Figure 16

a. Or equivalent PREC or PREX command. See Figure 14.

b. This is a constraint imposed by the core, and is therefore in units of ps rather than toyc| g.
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Absolute Maximum Ratings

Table 22: Absolute Maximum Ratings

Symbol Parameter Min Max Unit
V) ABs \oltage applied to any RSL or CMOS pin with respect to Gnd -0.3 Vpp+0.3 \Y
Vpp,aBs: VDDA ABS Voltage on VDD and VDDA with respect to Gnd -05 Vpp+1.0 \Y
TstoRE Storage temperature -50 100 °C

Ipp - Supply Current Profile

Table 23: Supply Current Profile?

. Min Max Max Max Unit
RDRAM Power State and Steady-State Transaction @ @ @
Ipp value | oo b tevcle | tevele teveLe
=3.33ns | =2.50ns | =1.875ns
Ibp PDN Device in PDN, self-refresh enabled and INIT.LSR=0. - 6000 6000 6000 pA
Ibp,PON,L Device in PDN, self-refresh enabled and INIT.LSR=1. - 2800 2800 2800 pA
IDD,NAP Device in NAP. - 4.2 4.2 4.2 mA
Ibp,steY Device in STBY. This is the average for a device in STBY with (1) - 90 101 101 mA
no packets on the Channel, and (2) with packets sent to other
devices.
IbD REFRESH Device in STBY and refreshing rows at the trgr max Period. - 95 110 110 mA
Ibp ATTN Device in ATTN. This is the average for a device in ATTN with - 125 148 148 mA
(1) no packets on the Channel, and (2) with packets sent to other
devices.
Ibp,ATTN-W Device in ATTN. ACT command every 8=tcyc g PRE com- - 475 (x16) | 575 (x16) 575 (x16) mA
mand every 8=tcyc g, WR command every 4etcyc| g, and data 525 (x18) | 635 (x18) 635 (x18)
is 1100..1100
oD, ATTN-R Device in ATTN. ACT command every 8=tcyc| g, PRE com- - 445(x16) | 530 (x16) 530 (x16) mA
mand every 8=tcyc g, RD command every 4etcyc g, and data 480 (x18) | 575 (x18) 575 (x18)
is 1111..1111°

a. The numbers in this table are targets, not specifications.
b. CMOS interface consumes no power in all power states
c. This does not include the I _sink current. The RDRAM device dissipates lo| V| in each output driver when a logic one is driven.

Table 24: Supply Current at Initialization?

Symbol Parameter Allowed Range of tcyc g Vbbb Min Max Unit
Ibp PWRUPD Ipp from power -on to SETR 3.33ns to 3.83ns Vpp,MIN - 150° mA
2.50ns to 3.32ns 200P
1.875ns to 2.49ns 200P
IDD,SETR,D IDD from SETR to CLRR 3.33ns to 3.83ns VDD,M|N - 250b mA
2.50ns to 3.32ns 332b
1.875ns to 2.49ns 332b

a. The numbers in this table are specifications, and must be met by all devices.
b. The supply current will be 150mA when tcyc g is in the range 15ns to 1000ns.
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Capacitance and Inductance and CMOS pins. The circuit models the load that the
device presents to the Channel.

Figure 62 shows the equivalent load circuit of the RSL

Pad L,
X m DQA,DQB,RQ Pin
C
;[ R
Gnd Pin
Pad L,
X IR CTM,CTMN,
CFM,CFMN Pin
C
; R
Gnd Pin
Pad Licmos
[X} SCK,CMD Pin
—— Cicmos
Gnd Pin
Pad Licmos
(] $100,S101 Pin
——Cicmos;sio
Gnd Pin

Figure 62: Equivalent Load Circuit for RSL Pins

This circuit does not include pin coupling effects that tance L, and capacitance C,, a function of neighboring
are often present in the packaged device. Because pins, these parameters are intrinsically data-depen-
coupling effects make the effective single-pin induc- dent. For purposes of specifying the device electrical
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loading on the Channel, the effective L, and C, are
defined as the worst-case values over all specified
operating conditions.

L, is defined as the effective pin inductance based on
the device pin assignment. Because the pad assign-
ment places each RSL signal adjacent to an AC ground
(a Gnd or Vdd pin), the effective inductance must be
defined based on this configuration. Therefore, L,

assumes a loop with the RSL pin adjacent to an AC
ground.

C, is defined as the effective pin capacitance based on
the device pin assignment. It is the sum of the effective
package pin capacitance and the 10 pad capacitance.

Table 25: RSL Pin Parasitics

Symbol Parameter and Conditions - RSL pins Min Max Unit

L, RSL effective input inductance -600 - 4.0 nH
RSL effective input inductance -800 - 4.0 nH
RSL effective input inductance -1066 | - 3.5 nH

Lo Mutual inductance between any DQA or DQB RSL signals. 0.2 nH
Mutual inductance between any ROW or COL RSL signals. 0.6 nH

AL, Difference in L, value between any RSL pins of a single - 1.8 nH
device.

C RSL effective input capacitance? -600 2.0 2.6 pF
RSL effective input capacitance? -800 2.0 24 pF
RSL effective input capacitance? -1066 | 2.0 2.3 pF

Cyp Mutual capacitance between any RSL signals. - 0.1 pF

AC, Difference in C, value between average of {CTM, CTMN, - 0.06 pF
CFM, CFMN} and any RSL pins of a single device.

R RSL effective input resistance -600 4 15 Q
RSL effective input resistance -800 4 15 Q
RSL effective input resistance -1066 4 10 Q

a. This value is a combination of the device IO circuitry and package capacitances measured at VDD=2.5V and f=400MHz with pin biased

at 1.4V.
Table 26: CMOS Pin Parasitics
Symbol Parameter and Conditions - CMOS pins Min Max Unit
Li cmos CMOS effective input inductance 8.0 nH
Ci cmos CMOS effective input capacitance (SCK,CMD)? 1.7 2.1 pF
C| cmossio CMOS effective input capacitance (SIO1, SIO0)? - 7.0 pF

a. This value is a combination of the device 10 circuitry and package capacitances.
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Center-Bonded uBGA Package

Figure 63 shows the form and dimensions of the

recommended package for the 16x6 center-bonded
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Figure 63: Center-Bonded uBGA Package Table 27 lists the numerical values corresponding to

dimensions shown in Figure 63.

Table 27: Center-Bonded uBGA Package Dimensions

Symbol Parameter Min Max Unit
el Ball pitch (x-axis) 0.8 0.8 mm
e2 Ball pitch (y-axis) 0.8 0.8 mm
A Package body length note?® note? -

Package body width note? note® -
E Package total thickness 0.65 1.20° mm
E1 Ball height 0.20 0.43 mm
d Ball diameter 0.33 0.50 mm

a. Package length and width vary with die size for chip scale packages.
b. The E,MAX parameter for SO-RIMM applications is 0.94mm.
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Interleaved Device Mode

Interleaved Device Mode permits a group of eight
RDRAM devices on the Channel to collectively
respond to a command. The purpose of this collective
response is to limit the number of bits in each dualoct
data packet which are read from or written to a single
RDRAM device. This capability permits a memory
controller to implement hardware for fault detection
and correction that can tolerate the complete internal
failure of one RDRAM device on a Channel.

The IDM bit of the INIT control register enables this
fault tolerant operating mode. When it is set, the
RDRAM device will interpret the DR4..0 and DCA4..0
fields of the ROW and COLC packets differently.
Figure 64 shows the differences using an example
system with eight RDRAM devices.

The DEVIDA..0 registers of these RDRAM devices are
initialized to “00000” through “00111’. However, when
the IDM bit is set, only the upper two bits (DEVIDA4..3)
will be compared to the DR4..3 and DCA4..3 fields. This
means that ROW and COLC packets will be executed
by groups of eight RDRAM devices, with a Channel
containing from one to four of these groups. The low-
order DR2..0 bits are not used when IDM is set, and the
low-order DC2..0 bits have a modified function
described below.

With IDM set, a directed ACT or PRE command in a
ROW packet causes eight RDRAM devices to perform
the indicated operation. Likewise, when a RD or WR
command is specified in a COLC command, the
selected group of eight RDRAM devices responds.
When using IDM, devices must be added to the
Channel in groups of eight. An application will typi-
cally make the IDM bit setting the same for all RDRAM
devices on a Channel.

The mechanism for indicating a broadcast ROW packet
(DR4F and DRAT are both set to one) is not affected by
the setting of the IDM bit; i.e. IDM mode does not
change the broadcast ROW packet mechanism.

Likewise, the COLX fields (DX4..0, XOP4..0, and
BX5..0) are not changed by IDM mode - all COLX
packets are directed to a single device.

When the IDM bit is set, COLM packets should not be
used (the M bit should be set to zero, selecting only
COLX packets). This is because the mapping of bytes
to RDRAM storage cells is changed by IDM mode.

Returning to Figure 64, the remaining fields of the
ROW and COLC packets are interpreted in the same
way regardless of the setting of the IDM bit - IDM
mode does not affect these fields. Specifically, the
BR5..0 and BC5..0 fields of the ROW and COLC
packets are used to select one of the banks just as when
IDM is not set. The R8..0 field of the ROW packet
selects a row of the selected (BR5..0) bank to load into
the bank’s sense amp. And the C6..0 field selects one
dualoct of the selected (BC5..0) bank’s sense amp.

The IDM bit affects what is done with this selected
dualoct. When IDM is not set, the dualoct is driven
onto the Channel by the single selected RDRAM
device. When IDM is set, each RDRAM device of the
eight device group selected by DC4..3 drives either 16
bits (x16 device) or 16 or 24 bits (x18 device) of the 144-
bit dualoct. The bits driven are a function of the
DEVID2..0 RDRAM register field, the DC2..0 COLC
packet field, and the device width (x16 or x18).

Figure 64 shows the mapping that is appropriate for
DC2..0=000.

Figure 65 and Figure 66 show the mapping for all eight
values of DC2..0. There are eight mappings, which are
rotated among the eight devices using the following
equation:

Pin =7 - 4=(DEVID2"DC2)

- 2«(DEVID1~DC1) - 1=(DEVIDOADCO)  (Eq 1)

where “~” is the exclusive-or function. “Pin” is the pin
number that is driven by the RDRAM device with the
DEVID2..0 value. For example, Pin=0 means the

RDRAM device drives DQAO and DQBO, and so forth.

The DQAS8 pin is always driven with DQA7, and DQB8
is always driven with DQB6 for x18 devices. For x16
devices, the DQA8 and DQB8 pins are not used.

For each of the eight mappings, the eight-RDRAM
group supplies a complete dualoct. As the application
steps through eight values of DC2..0, all the bits of the
eight underlying dualocts will be accessed. Thus, an
eight-RDRAM group appears to be a single RDRAM
device with eight times the normal page size, with the
DC2..0 field providing the extra column addressing
information (beyond what C6..0 provides).
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Figure 64: ACT, PRE, RD, and WR Commands for Eight RDRAM System with IDM=1
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DEVID2..0
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previous figure
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Figure 65: Mapping from DEVID2..0 and DC2..0 Fields to DQ Packet with IDM=1
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Figure 66: Mapping from DEVIDZ2..0 and DC2..0 Fields to DQ Packet with IDM=1 (continued)
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Glossary of Terms

ACT
activate

adjacent

ASYM
ATTN

ATTNR
ATTNW
AV
bank

BC
BBIT

broadcast
BR
bubble

BYT

BX

c

CAL
CBIT
CCA
ccB
CFM,CFMN
Channel
CLRR
CMD
CNFGA
CNFGB
coL
coL
coLc
COoLM

column

command
COLX

Activate command from AV field.
To access a row and place in sense amp.

Two banks which share sense amps (also
called doubled banks).

CCA register field for RSL Vo1 /Vop.

Power state - ready for ROW/COL
packets.

Power state - transmitting Q packets.
Power state - receiving D packets.
Opcode field in ROW packets.

A block of 2RBIT-2CBITstorage cells in the
core of the device.

Bank address field in COLC packet.

CNFGA register field - # bank address
bits.

An operation executed by all devices.
Bank address field in ROW packets.

Idle cycle(s) on pins needed because of a
resource constraint.

CNFGB register field - 8/9 bits per byte.
Bank address field in COLX packet.
Column address field in COLC packet.
Calibrate (I ) command in XOP field.
CNFGB reg field- # column address bits.
Control register - current control A.
Control register - current control B.
Clock pins for receiving packets.
ROW/COL/DQ pins and external wires.

Clear reset command from SOP field.

CMOS pin for initialization/power control.

Control register with configuration fields.
Control register with configuration fields.

Pins for column-access control.

COLC,COLM,COLX packet on COL pins.

Column operation packet on COL pins.
Write mask packet on COL pins.

Rows in a bank or activated row in sense
amps have 2 dualocts column storage.

Decoded bit-combination from a field.

Extended operation packet on COL pins.

controller

cop

core

CTM,CTMN

A logic-device which drives the
ROW/COL /DQ wires for a Channel of
devices.

Column opcode field in COLC packet.

The banks and sense amps of an RDRAM
device.

Clock pins for transmitting packets.

current control Periodic operations to update the proper

D

DBL
DC
device
DEVID

DM
doubled-bank
DQ

DQA

DQB

DQs

Ior value of RSL output drivers.
Write data packet on DQ pins.
CNFGB register field - doubled-bank.
Device address field in COLC packet.
An RDRAM device on a Channel.

Control register with device address that is
matched against DR, DC, and DX fields.

Device match for ROW packet decode.
Device with shared sense amp.

DQA and DQB pins.

Pins for data byte A.

Pins for data byte B.

NAPX register field - PDN/NAP exit.

DR,DRAT,DR4F Device address field and packet framing

dualoct
DX
field
INIT

initialization

LSR

M

MA
MB
MSK
MVER
NAP
NAPR
NAPRC
NAPXA
NAPXB
NOCOP
NOROP

fields in ROWA and ROWR packets.

16 bytes - the smallest addressable datum.
Device address field in COLX packet.

A collection of bits in a packet.

Control register with initialization fields.

Configuring a Channel of devices so they
are ready to respond to transactions.

CNFGA register field - low-power self-
refresh.

Mask opcode field (COLM/COLX packet).
Field in COLM packet for masking byte A.
Field in COLM packet for masking byte B.
Mask command in M field.

Control register - manufacturer ID.

Power state - needs SCK/CMD wakeup.
Nap command in ROP field.

Conditional nap command in ROP field.
NAPX register field - NAP exit delay A.
NAPX register field - NAP exit delay B.
No-operation command in COP field.

No-operation command in ROP field.
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NOXOP
NSR
packet
PDN
PDNR
PDNXA
PDNXB
pin efficiency
PRE
PREC
precharge
PRER
PREX
PSX
PSR
PVER

Q

R

RBIT
RD/RDA
read

receive

REFA
REFB
REFBIT

REFP
REFR
refresh

retire

RLX
RLXC
RLXR
RLXX
ROP
row
ROW
ROW
ROWA

No-operation command in XOP field.
INIT register field- NAP self-refresh.
Collection of bits carried on the Channel.
Power state - needs SCK/CMD wakeup.
Powerdown command in ROP field.
Control register - PDN exit delay A.
Control register - PDN exit delay B.

The fraction of non-idle cycles on a pin.
PREC,PRER,PREX precharge commands.
Precharge command in COP field.
Prepares sense amp and bank for activate.
Precharge command in ROP field.
Precharge command in XOP field.

INIT register field - PDN/NAP exit.

INIT register field - PDN self-refresh.
CNFGB register field - protocol version.
Read data packet on DQ pins.

Row address field of ROWA packet.
CNFGB register field - # row address bits.
Read (/precharge) command in COP field.
Operation of accesssing sense amp data.

Moving information from the Channel into
the device (a serial stream is demuxed).

Refresh-activate command in ROP field.
Control register - next bank (self-refresh).

CNFGA register field - ignore bank bits
(for REFA and self-refresh).

Refresh-precharge command in ROP field.
Control register - next row for REFA.
Periodic operations to restore storage cells.

The automatic operation that stores write
buffer into sense amp after WR command.

RLXC,RLXR,RLXX relax commands.
Relax command in COP field.

Relax command in ROP field.

Relax command in XOP field.
Row-opcode field in ROWR packet.
2CBIT qualocts of cells (bank/sense amp).
Pins for row-access control

ROWA or ROWR packets on ROW pins.
Activate packet on ROW pins.

ROWR
RQ
RSL
SAM
SA

SBC
SCK
SD

SDEV
SDEVID
self-refresh
sense amp
SETF
SETR

SINT

S100,S101
SOP
SRD
SRP
SRQ

STBY
SVER
SWR
TCAS
TCLS
TCLSCAS
TCYCLE
TDAC
TEST77
TEST78
TRDLY
transaction

transmit

WR/WRA
write
XOP

Row operation packet on ROW pins.
Alternate name for ROW/COL pins.
Rambus Signaling Levels.

Sample (Inr) command in XOP field.

Serial address packet for control register
transactions w/ SA address field.

Serial broadcast field in SRQ.
CMOS clock pin..

Serial data packet for control register
transactions w/ SD data field.

Serial device address in SRQ packet.

INIT register field - Serial device ID.
Refresh mode for PDN and NAP.

Fast storage that holds copy of bank’s row.
Set fast clock command from SOP field.
Set reset command from SOP field.

Serial interval packet for control register
read/write transactions.

CMOS serial pins for control registers.
Serial opcode field in SRQ.

Serial read opcode command from SOP.
INIT register field - Serial repeat bit.

Serial request packet for control register
read/write transactions.

Power state - ready for ROW packets.
Control register - stepping version.

Serial write opcode command from SOP.
TCLSCAS register field - t-5g core delay.
TCLSCAS register field - tqy g core delay.
Control register - t-ag and tcp g delays.
Control register - tcycpg delay.

Control register - tppc delay.

Control register - for test purposes.
Control register - for test purposes.
Control register - tgppy delay.
ROW,COL,DQ packets for memory access.

Moving information from the device onto
the Channel (parallel word is muxed).

Write (/precharge) command in COP field.
Operation of modifying sense amp data.
Extended opcode field in COLX packet.
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